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Preface

Preface

About this Guide
This guide describes how to configure and manage Kaseya Traverse.

Note: See the Traverse Quick Start Guide
(http://help.kaseya.com/webhelp/EN/tv/9030000/EN_TraverseQuickStart_R93.pdf#zoom=70&navpanes=0) for
instructions on how to sign up for and get started using Traverse Cloud.

Audience
This guide is intended for all Traverse users and administrators.

Getting More Information
For more information about Kaseya's Traverse, refer to the following documents:

= Traverse Developer Guide & APl Reference
(http://help.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm)

= Traverse Release Notes (http://help.kaseya.com/webhelp/EN/RN/#TraverseReleaseNotes.htm)

Contacting Kaseya
= Customer Support - You can contact Kaseya technical support online at:
» Helpdesk (https://helpdesk.kaseya.com/home)

= Community Resources - You can also visit the following community resources for Kaseya
Traverse:

» Knowlege Base (https://helpdesk.kaseya.com/forums/22931123)
» Forum (http://community.kaseya.com/xsp/f/340.aspx)


http://help.kaseya.com/webhelp/EN/tv/9030000/EN_TraverseQuickStart_R93.pdf#zoom=70&navpanes=0
http://help.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm
http://help.kaseya.com/webhelp/EN/RN/#TraverseReleaseNotes.htm
https://helpdesk.kaseya.com/home
https://helpdesk.kaseya.com/forums/22931123
http://community.kaseya.com/xsp/f/340.aspx




Chapter 1

About Traverse

The Traverse architecture allows for a wide range of installation options. This chapter describes the
Traverse architecture and its components in detail.

In This Chapter

(@ 1YY 1= T 4
LTS LU (ST 4
T AVEISE ATCNIEECIUIE . e ettt e e e e et e e et e e e et e et e et e et e ea e e eeeas 6
Data Gathering Engines (DGES) .....cccooiiiiiiiiiiiii e 7

RE=T1 AT W @] g o= o) K J PP PP PTTPTPPPTPPPRN 8



About Traverse

Overview

Kaseya Traverse is a breakthrough business service management application that provides real-time
visibility into the performance of IT services. Traverse's innovative service container technology
enables IT and business personnel to create unique virtual views of discrete business services, and
makes the alignment of infrastructure technology with business outcomes areality. Traverse facilitates
decentralized remote infrastructure management that is pro-active and preventive rather than reactive,
giving all employee levels the control and information they require based on their specific
responsibilities and permissions.

The object-oriented components of the Traverse architecture are capable of automatically determining
relationships between problems in the infrastructure and business services. With its open, easily
extensible APls and data feeds, Traverse can monitor any device or application that can be
instrumented. Powerful Data Gathering Engines (DGESs), each with its own database, automatically
discover problems and establish baselines and thresholds for monitored applications, networks, and
systems. Service containers can be created to represent a geographic location, a business unit, or a
revenue-generating service. Containers can share elements with other containers.

Traverse features an intuitive point-and-click browser-based user interface that integrates fault and
performance data in a unified view. Traverse capabilities include a sophisticated "delegated user
authority,” which lets you distribute responsibilities for personal infrastructure slices to other users in
your organization. In addition, Traverse is highly scalable, easily scaling to support tens of thousands
of geographically dispersed networks, systems and applications.

Features

Real-time Fault and Performance

Traverse can run tests against your applications, databases, network equipment or servers and
indicate faults when the test fails or crosses a preset threshold (such as for database transaction rates,
web server response times, disk space, bandwidth utilization, etc.). It can also parse for patterns in log
files, receive SNMP traps, and generate alarms when a pattern matches.

In addition to detecting faults in real time, Traverse stores the collected data using real-time
progressive aggregation techniques to store the performance data for extended periods of time (up to
several years) with modest database size requirements (around 1GB per year of data). This historical
data is then used for trend analysis, capacity planning reports and baseline reports based on statistical
analysis of past data.

Traverse uses a unique distributed database and processing model to generate reports in real time
from large volumes of historical data which is not available using traditional data warehousing
techniques.

Flexible Service Container Views

Traverse allows users to create flexible "containers" of applications, devices or tests in order to see the
end-to-end performance of a "service." For example, a "Payroll service" might have a database, a
printer, and a payroll application all connected via a network router. This feature allows the user to
create a "Payroll Service Container" and monitor all underlying components of that service in a single
view. The status of the containers is updated in real time based on the status of its components.
Additionally, these containers can be nested and one can determine service impact using the container
reports. You can automatically create containers based on rules, and set the status of the container
using rule logic (for redundant IT elements, etc.).

Delegated Authority User Model
Traverse has a unique delegated user model which allows multiple departments in an enterprise to
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each have their own "virtual management system" without being able to see each other's data, while
allowing certain "administrators" to have read-only or read-write access to multiple departments. As an
example, the network department, the server group, the database group and the application group can
each have their own private accounts on the system, while allowing the help desk to have a read-only
view across all the departments and the operations center to have a read-write view across all or some
of the departments.

In a service provider environment, you can use this feature to offer managed services to customers.

Event Manager for Operation Centers

The Traverse Event Manager allows powerful and distributed filtering of syslogs, Windows events,
SNMP traps and then acknowledge, suppress or delete these events using the Event Manager
console. Ideal for Network Operation Center (NOC) environments, multiple operators can access the
web-based interface in a distributed datacenter environment.

Notification Engine

Traverse has an extensible action and notification engine that features automatic escalation of
problems over time, time of day-based notification and allows suppression of "dependent” alerts so as
to prevent alarm floods. If an e-commerce service is down because an unreachable database due to
an intermediate switch failing, the system can send out a single notification about the switch instead of
sending a flood of alarms for everything that is unreachable. You can easily add new actions using the
plugin framework.

RealView Dashboard

The RealView dashboard feature lets you create custom dashboards to view the performance of
services and infrastructure. You can create multiple dashboards, each containing up to twenty
components that can display and chart any metrics selected, and update in real time.

Panorama

The Panorama feature offers an interactive graphical representation of the devices in your network that
are being monitored, including the status of the devices and the dependency relationships between
them. Panorama offers three different topology layouts, flexible display filters, pan and zoom
functionality, the ability to configure and save custom views, and the ability to add or remove device
dependencies.

The previous version of Panorama was implemented as a client-side application that ran on the user's
workstation, but it has been completely rewritten for Traverse 5.x to run within the web browser.

Network Flow Analysis

Traverse integrates with network flow and packet level data collection to provide seamless drill-down
from system and device level monitoring to troubleshooting and analyzing using flow and packet data.
This data provides details about the network traffic between hosts, enabling quick identification of
impacted services, trouble areas, and problem sources.

Extensible APIs

Traverse has very powerful APIs which allow access to all components of the software. Users familiar
with Perl or C can start using the API very quickly due to its familiar commands and interface. These
APIs allow you to configure connections to other legacy products or custom applications.

Distribution and Scalability

The Traverse architecture is horizontally scalable and uses distributed databases and parallel
processing to deliver real-time fault and performance reports. Additional reporting engines and data
collectors can be added to the system as needed to scale to very large networks, and the BVE layer
automatically presents a unified view across all the distributed data collectors. You can run Traverse
single system for a small environment, or scale to hundreds of thousands of IT elements by deploying
on multiple distributed servers.
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The distributed DGE model allows Traverse to handle multiple NAT networks or firewall-protected
LANSs that might exist in large enterprises.

Traverse Architecture

Traverse uses a three-tier architecture consisting of the Business Visibility Engine (BVE), the
Provisioning Database, and one or more Data Gathering Engines (DGESs). All configuration and
authentication information is stored in the Provisioning Database.

For enterprises, all of the Traverse hardware can exist at one central location or be geographically
distributed to accommodate multiple offices or divisions. One DGE can monitor all the devices at a
single location, including servers, routers, switches, applications, and network appliances. The DGE
measures and stores aggregated performance data locally, and forwards only events or alarms to
other Traverse components. For a data center environment, Kaseya recommends that you employ a
DGE at each data center location and set up the provisioning and authentication database at a central
location (for example, your NOC).

BVE
APl
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Traverse System Overview

The Traverse system comprises three main components. In a large environment, Kaseya
recommends that each component reside on its own host server.

Provisioning Database: An embedded object-oriented database that stores all configuration
information. This includes metadata related to user authentication, devices, tests, thresholds for
test results, action profiles and other key information. The BVE API, which allows access to the
Provisioning Database for provisioning and results, also operates on this server.

Business Visibility Engine (BVE): Provides the web-based user interface into Traverse. It correlates
the data from multiple DGEs, and allows end users to look at the real-time status of their devices,
add new devices and actions, and execute reports, using a simple web browser. It manages the
distributed databases and distributed processing while generating the real-time reports and
graphs. You can have more than one BVEs for load sharing, which allows the use of any load
balancing hardware to load-share all access across the Web Applications.

Data Gathering Engines (DGE): Perform the actual polling of data, receives SNMP traps, generates
alarms based on thresholds, and does the aggregation of data in real time. DGEs should be
located as close as possible to the devices being monitored to reduce wide area network traffic.
The DGEs can be geographically dispersed or you can have multiple DGEs in the same location
to distribute the load across different physical servers. When you have multiple DGEs in the same
location, the system automatically provisions new devices onto the DGE with a lower number of
devices.
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Although these architectural components are designed to reside on different servers, Traverse allows
you to configure two or more components on a single server.

DGEs schedule and perform tests, archive and aggregate data, and trigger naotifications and actions.
Effective management of historical information is done by setting bounds on storage that prevent it
from growing to unmanageable limits. Historical records are aggregated and stored for over a year by
default. Historical alarm and event data (changes in severity level) are retained without aggregation
and only aged by user selection.

During the initial installation, you can import existing department or device records, or a subset thereof,
into the Traverse Provisioning Database using the BVE API. The system comes with default
thresholds for all tests, which you can automatically update using the baselining feature after operating
Traverse for a few days.

If you are using firewalls within the data center, you must configure access through the firewalls to
enable the monitoring of the devices behind them. If the number of devices behind a firewall is
significant, you can connect the DGE to a port behind the firewall. Also, if you are using Network
Address Translation (NAT) or private address space, the IP address must be unique within the data
center.

Data Gathering Engines (DGEs)

DGEs

A DGE is the Data Gathering Engine. The DGE polls devices for various tests such as CPU and
bandwidth utilization and aggregates the data that it gathers. Generally, a DGE is physically near the
devices that it monitors. A DGE can typically monitor approximately 500 - 1,500 devices. See Disk
Space Requirements for DGE Aggregation (page 46) for sizing algorithms).

DGE Locations

A DGE location is a collection of one or more DGEs that are automatically load balanced for
provisioned tests. The DGEs within a single DGE Location are usually located in the same physical
region, but they can be separate in some special situations. When you provision a device to begin
monitoring it, you assign it to a DGE Location, not to an individual DGE. If there is more than one DGE
at that location, Traverse automatically assigns the device to the least loaded DGE.

Location
DGE
7
| 2 4
Device Device
¥ ¥

1
1

<. Tests < Tests

Relationship Between Locations, DGEs, Devices, and Tests

DGE Extensions

The cloud-base version of Traverse requires users to install a Data Gathering Engine extension (DGE
extension) on any network they want to monitor. The DGE extension relays data from the network you
are monitoring to the DGE component of your Traverse cloud website. The DGE performs the actual
polling of data, receives SNMP traps, generates alarms based on thresholds, and does the
aggregation of data in real time. When you install a DGE extension for your local network, you are
asked to identify the "upstream" DGE that your DGE extension will relay data to.
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If you are using firewalls within the data center, you must configure access through the firewalls to
enable the monitoring of the devices behind them. Also, if you are using Network Address Translation
(NAT) or a private address space, the IP address must be unique within the data center.

Terms and Concepts

Devices - Traverse monitors the performance of your network, application systems, and their
underlying components. These systems and components, referred to as "devices", can be
routers, switches, servers, databases, networks, or applications.

Tests - Tests monitor and measure the performance and health of devices. The Test Status
(displayed on the Device Details page) displays the current status for a test (for example, "OK",
"Warning", or "Critical"). The Device Status (displayed on the Status Summary page) is the worst
current test status for a device.

Thresholds - Traverse uses boundaries called thresholds to determine a test's status. A threshold
is the outer limit of acceptable performance on a variable such as utilization, and packet loss. An
event occurs whenever a test result crosses a threshold. These events form the basis for
reporting through Traverse logs and graphs.

Status/State/Severity - These terms are used interchangebly to indicate the current status of a test,
device or container. Typical states include OK, WARNING, and CRITICAL. The status of a
lower-level object, such as test can set the status of higher level object, such as a device or
container. Status display changes and notifications are based on transitions between states.

Events - Events automatically trigger actions. You can configure actions to execute as soon as a
single event occurs, or after the same event occurs repeatedly. For example, you can configure
Traverse to send an email notification to a Traverse user whenever a test crosses the warning
threshold, or after a test crosses the warning threshold five consecutive times. Certain action
types are included in Traverse, such as email, pager, and external scripts. Also, the plugin
framework allows you to add new types of actions as required. See the Traverse Developer Guide &
API Reference (http://nelp.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm) for more
information.

Service Containers - A service container provides a user-selected view of containers, devices or
tests. Service containers are nested. The status of each container in each level in the hierarchy is
determined by the containers, devices or tests they contain. Service containers enable users to
construct a logical, business-oriented view of a service being delivered to customers.

Monitor Types - A monitor type is a process used to run tests. Typically a monitor type is associated
with a unique management protocol, such as SNMP or WMI. Each test type/subtype is identified
by the monitor type used to run the test.

Departments - Each device, test and action must belong to a department. End users can only view
and access devices, tests and actions in their own department. You typically create a department
for each organization you deliver services to. You may find it convenient to create multiple
departments for larger organizations.

End Users - End users can only view devices and other types of data for a single department. End
users have either read-only or read-write permission to create and modify devices, tests, or
actions within their own department.

Administrator - An administrator is a special type of user with the ability to create and modify
departments and the devices, tests, and actions owned by those departments. The administrator
can also configure default test thresholds, and establish service level permissions and limits for
departments.

User-Classes and Admin-Classes - Users are associated with user-classes. Similarly, all
administrative users are associated with admin-classes. The superuser creates permissions
associating the admin-class with one or more user-classes. These permissions define the
relationship between the admin-class and the user-class.
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Getting Started

You can request either a production or trial subscription to the Kaseya Traverse cloud
(http://www.kaseya.com/forms/free-trial?prodcode=travsaas).

The trial subscription might limit the number of devices that you are allowed to monitor (about 50
devices).

Once your Traverse Cloud instance has been created, you will receive a Kaseya Traverse production or

trial email similar to the sample image below. The email summarizes 4 simple steps to start monitoring
devices on a network.

(:' ERE (in 24
Kaseya Correspondence
Ka Seya www.kaseya.com

Thank You For Requesting A Trial Of Kaseya
Traverse

We are pleased to provide a 30 day Cloud Instance of
Traverse to support your evaluation.

What's Next?

1. Download the DGE extension using the link on

right and install it on a server inside your local Instructions and Guides
network. When prompted, use the following
values: » System Requirements

o BVE Location: {est1234. * Evaluation Guide
kasevatrials.com » User Guide

> Unique Name: dge-ext-1 » Release Notes

2. Log into your Kaseya Traverse instance using * Developer's Guide
following credentials:

> URL: test1234 kasevatrials.com Support

o Username: traverse

> Password: pwd9876abc » Kaseva Forums
3. Follow the evaluation guide provided above to + Knowledge Base

discover devices in your network + Education Workshops
4. Start monitoring!

Additional DGE extensions can be setup at different locations by following these instructions.
The superuser administrator login is configured with same default password as above.

Traverse Minimum Requirements (Cloud)

Traverse R93 requires a DGE extension (page 7) be installed on a network Windows machine, one for
each network you intend to monitor. The DGE extension relays collected data to the Traverse cloud
website.

Note: Using Netflow requires a larger platform than one without Netflow (Network Flow Analysis).
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Without Netflow
»  Windows 2003, 2008, 2008 R2, 7, 2012, 2012 R2
* 2 GBRAM
= 10 GB free disk space
= 1CPU

With Netflow
*=  Windows 2003, 2008, 2008 R2, 7, 2012, 2012 R2
* 4GB RAM
= 50 GB disk space
= 2CPU

Supported Browsers

= Windows
» Internet Explorer 10 and later
» FireFox 25 and later
» Chrome 30 and later

= Apple OS X
» Safari 6 and later
» FireFox 25 and later
» Chrome 30 and later

= In addition, Traverse requires the Adobe Flash Player plugin be installed on your browser.

Disk Space Requirements
» 36 GB free space in a RAID 5 configuration is recommended.

= Additional free space for the <TRAVERSE_HOME >\1ogs directory. Plan for 5 GB of disk space for
log files. The default <TRAVERSE_HOME> directory is \Program Files (x86)\Traverse.

Note: See Installation Prerequisites (http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#17290.htm).

DGE Extension Installation Prerequisites

Prior to installing a DGE extension, review the following:
1. Ensure the Windows machine you will install the DGE extension on has access to the internet.
2. Ensure the time on the Windows machine is accurate. Windows includes Internet Time
Synchronization software (under Date & Time, click the Internet Time tab and enable it with default
settings). See a detailed explanation below.

3. ldentify the administrator password for your Windows servers so that they can be queried using
WMI.

4. ldentify the username and password with SYSDBA level rights you will use to monitor Oracle
databases.

5. Identify, and if necessary, enable the (read-only) SNMP community string (SNMP v1 or v2) or
username, password and optionally encryption key (SNMP v3) used by SNMP-capable devices
on your network.

6. Update firewall rules and/or access lists (ACL) on routers to allow SNMP queries from the DGEXx
to monitored devices. The default is UDP 161. Also, ensure the DGEx has TCP access to the
Cloud using the ports listed in the table below.
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Source Port Destination Port Direction Description

(any) 7651 DGEx > Cloud Provisioning Database
(any) 7652 DGEx > Cloud Provisioning Database
(any) 7653 DGEXx > Cloud Internal Messaging Bus
(any) 9443 DGEXx > Cloud Upstream DGE

Setting the Time on a Non-Domain Server
Since Traverse is a distributed platform, it is important to make sure that the time on your DGE
extension server is accurate. Windows has a built in time synchronization mechanism to set the time
from an internet time server.

Note: For domain machines, time is synchronized from the domain controller.

To set the time on the server running the DGE extension:

= Open Date and Time by clicking the Start button ﬂ clicking Control Panel, clicking Clock,
Language, and Region, and then clicking Date and Time.

= Click the Intemet Time tab, and then click Change settings. E If you are prompted for an
administrator password or confirmation, type the password or provide confirmation.

= Click Automatically synchronize with an Internet time server, select a time server, and then click OK.

Install the DGE Extension

Identify Your BVE Location and Unique Name

This information is provided by Kaseya and included in step 1 of the Kaseya Traverse Evaluation (page 10)
email you received. For example:

= BVE Location: your-unique-site-name.kaseyatrials.com
= Unique Name: your-unique-DGE -name

Download the Installer

Download the Windows installer for the DGE extension by clicking the Windows Install button displayed
on the Kaseya Traverse Evaluation email.

Run the Installer
Run the installer as a local or domain administrator, not a standard user.

12
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Introduction
Click Next.

¥@ Traverse Applicati

Traverse :: Introduction

@ Intraduction Thank you for choosing Kaseya Traverse. The following steps will

O License Agreement ask a few guestions to hetter understand vaur requirements, and

O choose nstall Folder guide you through the installation process. Itis strongly
recommended

O CaollectInfarmation that you quit all other programs hefare continuing with this

Q@ Fre-Installation Summary installation

O Istalifias Click the 'Next' button to proceed to the next screen. If you want to

Q Install Complete change something on a previous screen, click the ‘Previous' button
You may cancel this installation at any time by clicking the 'Cancel®
button

Cancel Frevious:

Checklist

Except for running the installer as a local or domain administrator, ignore the instructions on this page.
Click Next.

Please Read The Following Information Before Proceeding

0 Intraduction

@ License Agreement

O Chonse lnstall Ealder:

O sl iitaion Please make sure that you have the following information available
befare proceeding with the installation

O Fre-Installation SUrariany

O Irstalling, 1. An appropriate license key for this version of the product

O Install Camplete: 2. Destination directary where the product should be installed

3. wWwhich components you wish to install on this particular host

4.|P address of the server where BYE component is installed

5. Fully qualified domain name (FQDN) of your local SMTP relay

host

B. Email address of administrator managing this application

Ifyou are logged in as a regular user, please exitthe installer, and
re-run it as an localidomain administrator,

Cancel

Previous

License Agreement

Review the License Agreement, then click the | accept the terms of the License Agreement option.

Click Next.

Traverse :: License Agreement

0 Introduction Installation and Use of Traverse Requires Acceptance of the

@ License Agreement Following License Agreement:

© choose Install Folder kaseya End User License Agreement ["EULA™) il
O collectinformation IMPORTANT: PLEASE READ THIS EULA CAREFULLY AND
OPre—InstaHanon SUrArmAny PRINT IT OR GO TO

@ Installing HTTP: / /W . KASEYA, COM/LEGAL. A5PX TO OETAIN A

O Install Gomplete DOVMLOADAELE COFY OF THE CURRENT VERSION OF THIS

EULA TO MAINTAIN 4 COPY FOR ¥OUR RECORDS.

THIS EULA, THE DOCUMENTATION (4% DEFINED BELOW),

AND THE OTHER ITEMS INCORPORATED BEY REFERENCE

HEREIN AND THEREIN (COLLECTIVELY, THE

"AGREEMENT™) I3 BETWEEN THE KASEYA ENTITY THAT LI

% 1accept the terms of the License Agreement

" 1do NOT acoept the temms of the License Agresment

Cancel Prewious
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Automatically Restart DGE Extension Services After a
Reboot

Accepting the default Yes option to this prompt is strongly recommended. It ensures all DGE extension
services will be restarted if the network Windows machine is rebooted.

Click Next.

¥@ Traverse Application Installer

Traverse :: Automatically Start Components?

Introduction
@ License Agreement

O Choose Install Folder
@ Callect Information

O Pre-Instzllation Surmrmary
O [nstalling...

O Install Complete

Wiould you like to have Traverse components autormatically start
wihen the server reboots? Enabling this option is recammended
since itwill ensure that data collection resumes autamatically it
this server is rebooted automatically by Windows Update ar
accidentally (2.0, power 05s)

Cancel Previous

Location BVE

Enter the value for the BVE Location you identified in Install the DGE Extension (page 12) in the IP Address
field. It should be similar in format to your-unique-site-name.kaseyatrials.com.

Note: Do not include an http:// prefix when you enter this value.

Click Next.

¥l Traverse Application Installer

Traverse :: Location Of BVE

Infroduction Traverse needs to know the IP address of the host where the

0 License Agreement provisioning database isfwill he running. If that server has multiple
0 choose Install Folder netwark cards andfor IP addresses, specify IP address accessible
from this host

@ Caollect Information

O Pre-Installation Surimzny;

O Installing.

O Install Carnplete

IP Address

Previous

Cancel .

DGE Name

Enter the value for the Unique Name you identified in Install the DGE Extension (page 12) above in the DGE
Name field. It should be similar in format to your-unique-DGE-name.

Note: Typically your first DGE extension is called dge-ext-1.

Click Next.
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Z Traverse Application Installer [_ o]

o Introduction
G License Agreerment
o Choose Install Folder
@ Callect Information

Traverse :: DGE Name

Flease provide a unigue name for this Data Gathering Engine
{DGE). This name will he used to identify the DGE ta the
provisioning database. A corresponding DGE entry should already
be created via the Web Application or BVE (socket) AP while

logged inas superuser
O Pre-Instzllation Surmrmary

O [nstalling...
O Install Complete

DGE Name dge-ext-1

Cancel

Previous

Pre-Installation Summary

Review the following information before beginning the installation.

Click Install. It may take a few minutes to complete the install.

: Traverse :: Prednstallation Summary

e Introduction Please Review the Following Before Continuing:
O License Agreement
@ Choose Install Folder Preduct Name:
@ Caollect Information Kaseya Traverse
@ Fre-Installation Surmmary
O Installing..

O Instzll Cormplete

Install Folder:
CAProgram Files (x86)\Traverse

Upgrade Scope
none

Disk Space Infermation (for Installation
Target):
Required: 1,397 496,368 hytes
Awailable: 11,702,820 864 bytes

Cancel

Prewious Install

Close the Installer

Installation and Logon (Cloud)

Ensure the text displayed in this box matches the values you were provided in Install the DGE Extension

(page 12).
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Note: The text prompts you to continue by logging on to your unique Traverse website, using the username
superuser and the same assighed password you were provided in the Kaseya Traverse Evaluation (page 10)
email.

V@ Traverse Application Installer

Traverse :: Install Complete

O Introduction
O License Agreement

O Choose Install Folder
O Collect Information

O Pre-Installation Summary
O Installing..

@ Install Complete

Congratulations! Kaseya Traverse has been successfully installed
under:

CProgram Files (x86)Traverse
Yerify that a DGE Extension named "dye-ext-1" has been created by

lagaing into hitp:idonairouxt kaseyatrials.com as "superuser and
navigating to Superuser -» DGE Mamt

Click"Daone” to guitthe installer.

D S

Previous, Done

Cancel

Traverse Cloud Logon

Logon as a Standard User

Identify your Traverse Cloud assigned URL, username and password.

This information was included in step 1 of the Kaseya Traverse Evaluation (page 10) email you received. For
example:

= URL: your-unique-site-name.kaseyatrials.com
= Username: traverse
» Password: your-assigned-password

Use these values to logon to your unique Traverse Cloud website as a standard user.

<
Kaseya

TRAVERSE:';

Lioznzen To: Kasey 7 Copy
License Expires: Sun Nov 10 68:43:57 UTC 2913

Initial Page after Standard User Logon

By default, the first page a standard user sees after logon is the Getting Started with Traverse page. You
can click any tile to jump immediately to one of these frequently used pages.

16



Installation and Logon (Cloud)

You can also navigate to other pages using the menu bar at the top.

STATUS | DASHBOARD  CONFIGMGMT | REPORTS | ADMIMISTRATION
DEVICES CONTAINERS SLA ACTIONS DISCOVERY QTHER PREFERENCES

“@
Kaseyn T RAYERS

Logged in: raverse | LOGOUT  ABOUT | USER GUIDE |

Gatting Started with Traverse

40 4 Ngw Dsvios For Momitoring

RUN NetworK & TOpOIogy DIsCOVery

Sstup Notifcstions & werts

Assign Action Profiiss To Tasts

Crasta Sarvios Contsinars

Crasta a ReafVien Dashboard

m

Ru CZRCR) PIETING & IR SIS FegOM.

Logon as a Superuser

Configure Jocal ime-zone. GRange password, select detsul dispiay iker orieriz

e ——

ASSIGN ALERTS CREATECONTAINGRS. CRAATE DASHBOARDS

‘Agoiy orestert action profies 1o Gevkoes and ests. (Group devioss or ests I senvice views, of Jocalion Creste a cusiom reat e dashonand
Crssts Rsports $4 YOUT Fratarences QuicK Evaluation Guios
T st pREFLRDNCES USER MANUAL

This guide contains audRional exapies o how 1 perior coFon Bsks. AkD
Teview e compiete Usar Manusi

You can also logon using the administrator-level username superuser and the same assigned password
you were provided in the Kaseya Traverse Evaluation (page 10) email.

Navigate your browser to the URL you were provided, similar in format to
your-unique-site-name.kaseyatrials.com

= Username: superuser

= Password: your-assigned-password

Note: You should only logon as a superuser when you need to perform an administrative-level task.
Otherwise, logon as a standard user.

Initial Page after Administrator Logon

page.

By default, the first page a superuser or other administrator sees after logon is the Status > Departments

Check the Health Status of the DGE

Extension

connection.

Note: Whenever you install a new DGE extension, you should logon as the superuser to verify the
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Logon as superuser. Navigate to the Superuser > Health page. Verify the IP address and Server
Name of the DGE extension you installed. The "heartbeats" for all the components of your DGE
extension should display a green OK icon. Logoff when you're done. Re-logon as a standard user to
resume normal operations.

STATUS DASHBOARD CONFIG MGMT

DGE MGMT  HEALTH ADMIN CLASS USER CLASS GLOBAL CONFIG Logged in: superuser | LOGOUT  ABOUT | USER GUIDE | 0 B

L5 d
suresen kasesa TRAVERSE

COMPONENT STATUS

Summary of all companents that has registered with the BVE is provided below. If a DGE fails to send periodic heartbeat, email notification will be sent to: don giroux@kaseya.com
Madify Global DGE Configuration

COMPONENT STATUS 10/10/13 4:34:40 PM PDT #4

1P Address Server Name (DGE ID) Installed Version | Time Offset Components Observed Last Heartbeat Config Rev # | Action

10.25.0.152 dongiroust (dge-1) 5.6.118-Linusx 00:00  BVE FlexAPT Server e e R T 1/1 Y

Web Application @ oct 10 04134121 Py POT
Message Handler @ oct 10 04:34:05 BM POT
Data Gathering Engins @ oct 10 04132143 Py POT
Correlation And Summary Engine @ oct 10 04:32:52 BM POT

Remots Distribution Servar O e ar Remots updatar has s

10.10.32.6 dew-av-vin0d (dge-ext-1) 5.6.118-Windovs ! -00:01  Message Handler @ oct 10 04:34:22 PM POT 1/1 i

Remots Distribution Client O e i e Remots updatar has s
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A component displays in the status list when the component begins operating. The Component Status
page includes information about the following:

= |P address of the component

= component hame

= the last status update received by the BVE
= the version of the component

= the last action performed on the component

By default, Traverse components are configured to send status updates every two minutes. The status
changes to a state of "warning" if Traverse does not receive an update after more than five minutes.
The status changes to "critical" after 10 minutes elapse without Traverse receiving an update.
Refresh the Component Status page to view the latest Traverse component information.

If components are in a "warning" or "critical" state, see Troubleshooting Traverse
(http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#16912.htm).

Request a New License Key

To request a license key for a production subscription to Traverse, email your request to
traverse-license-request@kaseya.com and include the following information:

= Company Name
= Service Contract ID
= Number of devices and tests

Adding Additional DGE Extensions
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Installing a DGE extension is required to relay monitoring data from a local network to your Traverse
website. Use the following procedure for creating additional DGE extensions.

Note: Adding additional DGE extensions to your Traverse Cloud instance requires a different procedure

than the one used to install your first DGE extension.

1. Navigate to Superuser > DGE Mgmt.
2. Click Create New DGE Extension.
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3. Provide a unique name like dgex-customeraA.

Give a suitable Description to identify the customer.

5. Select the upstream DGE name from the drop down list. This is the Upstream DGE Name (page 10)
you were originally assigned when your Traverse website was created. Unless support has
created additional upstream DGEs for you, there should only be one upstream DGE you can
select.

6. Select the Upstream DGE Fully Qualified Host Name/IP Address. This is
your-unique-site-name.kaseyatrials.com without the http:// prefix.

7. Click on Create DGE Extension.

8. Run the DGE extension installer.

9. Installations steps are described in detail here (page 13).

10.When the installer prompts you to enter a DGE Name, ensure it matches the Unique Name you just
specified above for the new DGE extension you are creating.

11.Finish up by confirming the "health" of the new DGE extension, as described in the installation
procedure (page 17).

12.You are now ready to provision the monitoring of devices for this new network by running Network
Discovery or by adding devices and tests manually.

e
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Overview

Traverse is a distributed application that comprises three basic software components:

1. Provisioning Database

2. Web Application

3. Data Gathering Engine (DGE)
The Web Application and the Provisioning Database are usually installed on the same server, although
you can install the Web Application on a separate server. Depending on the size of your network, you
can install all components (including the DGE) on a single server, or you can install the DGE on a
separate server. There is only one Provisioning Database for each Traverse instance.
As your IT infrastructure expands, you can add new DGEs as required. These DGESs are responsible
for monitoring the IT infrastructure and sending alert notifications when a problem is detected. The

plugin actions and the plugin monitors allows you to efficiently extend the functionality of the DGEs
beyond built-in capabilities.

System Requirements (On Premise)

Supported Platforms

Windows

= Windows XP Professional with Service Pack 3

= Windows Server 2003 Standard Edition

= Windows Server 2003 Enterprise x64 Edition

= Windows Server 2003 Enterprise x64 R2 Edition
=  Windows Server 2008 x64 Edition

= Windows Server 2008 x64 R2 Edition

UNIX

= RedHat Enterprise Linux ES/AS 5 or 6 on x86 platforms
= CentOS 5 or 6 on x86 platforms

Hardware Requirements

22

For smaller environments (about 100 devices), you can install and operate the entire application from a
single server. The minimum hardware reqrements for Traverse are:

= 2GHz+ CPU on x86 platform
* 4GB RAM
» 60GB disk space (SCSI or fast IDE)
Recommended configuration:
= 2 X 3GHz+ Intel Xeon CPU (multi-core ok)
= 8GB RAM
= 80GB disk space in RAID-5 configuration (SAS/SATA or SSD)

Some desktop-class processors like the Celeron (which has minimal onboard cache) are not suitable
for use with Traverse. We strongly recommend Pentium 4/M, Xeon, or equivalent processors.
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UNIX Software Requirements

You must install the following software on Linux and Solaris platforms:
= Perl version 5.8 and above programming language/interpreter (available from http://www.perl.com
(http://mww.perl.com)).
= Install the Legacy Support Package on computers with the RedHat/CentOS operating system. To
install the Legacy Support package, log in to the computer as root and execute following
command on the command line
yum install "Legacy Software Support”
yum install -y libstdc++.i686 compat-libstdc++-33.1686 popt.i686 zlib.i686
ncurses-devel.i686 glib2.i686

Windows Software Requirements
Some anti-virus/malware tools are known to cause database corruption when they attemp to intercept
read/write requests. In order to avoid such issues, it is strongly recommended that McAfee, Norton and
other anti-virus tools are configured to exclude <TRAVERSE_HOME>\database directory from all
manual/on-access scans.

Disk Space Requirements
Kaseya recommends 36GB of free space in a RAID 5 configuration be available for the installation of
Traverse. A minimum of 16GB of free space should be available if the recommended disk
requirements cannot be met. See Disk Space Requirements for DGE Aggregation (page 46) for further
requirements.
The Web Application and Provisioning Database components have a low impact on disk space.
However, these components have a very high impact on CPU performance when processing and
generating reports.
Additionally, make sure you plan for the space requirements of the following directories (created during
the installation of Traverse) when deploying Traverse.

Note: References to <TRAVERSE_HOME > indicate the top-level directory into which you installed Traverse.
By default, this is \Program Files (x86)\Traverse on Windows and /usr/local/traverse on UNIX.

Windows
= <TRAVERSE_HOME>\database\provisioning - Provisioning data. Plan for 1MB for every 1000
tests.

» <TRAVERSE_HOME>\database\mysql - DGE historical data. See Disk Space Requirements for DGE
Aggregation (page 46) for information about calculating disk space requirements for a DGE
database.

= <TRAVERSE_HOME>\logs - Plan for 5GB of disk space for log files.

UNIX

= <TRAVERSE_HOME>/database/provisioning - Provisioning data. Plan for 1 MB for every 1000
tests.

= <TRAVERSE_HOME>/database/mysql - DGE historical data. See Disk Space Requirements for DGE
Aggregation (page 46) for information about calculating disk space requirements for a DGE
database.

» <TRAVERSE_HOME>/logs - Plan for 5GB of disk space for log files.

Deployment Considerations

Prior to your install, you should ensure that you have complete information about your IT environment
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where Traverse is being installed.

Note: You can specify a port number other than (the default) 80 when installing Traverse. Remember to
include this port number in the Traverse URL.

Traverse Installation Checklist

Question

Number of geographical
locations with significant
concentration of devices?

Number of devices to be

monitored in each location?

Are there any large
switches, routers, or
servers at each location?

Number of departments
accessing the system?

Are there any existing
custom monitors that
require migration to
Traverse?

Do you need to interface
with any existing
provisioning system?
Are there any other web
servers or instances of
MySQL operating on the
Traverse Server?

Large Environments

Relevance

Instead of geographical locations, you can use the network topology instead. Install a
DGE at each location that has a large concentration of devices. Use a single
centralized DGE for small remote locations.

This is for sizing the DGE at each location. Each DGE can typically handle 500-1500
devices.

A large switch with 500 ports can have close to 3000 tests (6 tests for every port).
This is the same as the number of tests on 100 devices.

You need to determine the permissions for each department (Read-Only or
Read/Write). Also, you need to determine whether departments manage their own
devices in Traverse, or whether another centralized department manages these
devices.

Use the various APIs to interface any custom monitoring scripts to Traverse. See the
Traverse Developer Guide & API Reference
(http://help.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm).

You can add the existing inventory system you use manage devices on the network
directly into Traverse.

Traverse includes its own web server, and you must disable IS or any other web
server operating on the server. Alternatively, configure Traverse to operate on an
alternate port. See Web Server TCP/IP Port (page 308) for more information.

Make sure that you disable any firewalls operating on the Traverse server. See
Problem: Cannot access Web Application for more information.

For large environments that have at least 30000 to 50000 tests, for 1000 or more devices,
Kaseya recommends that you add an additional DGE for monioring for every 800-1200 devices,
approximately one DGE for every 20000 tests.

The actual monitoring capacity depends on the number of tests on each device. A server might only
have four or five tests, but a large switch with 500 ports can have as many as 5000 tests. If a DGE can
no longer manage tests due to high volume, the internal queues begin backing up and a message is
automatically sent to the error log.
However, avoid deploying too many DGEs, because it increases administrative overhead and the
probability of failures.
An example hardware configuration for a DGE-only server in a large environment is as follows:

= Dual Pentium 4 Xeon (2GHz+)

» 4GB RAM

= 80GB fast SCSI/SATA drives on RAID-5/RAID-10

Static IP Addresses
Because Traverse components (on different servers) communicate with each other over TCP/IP
protocols, you must configure the servers on which you are installing Traverse with static IP address.

During the installation process, you are prompted for the IP address of the host w/BVE ObjectStore.
When configuring new DGEs in the Traverse Web Application or BVE API server, you must specify the
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corresponding IP addresses.

Using a static IP address ensures proper operation of the communication subsystem service and
prevents issues from occurring in BVE/DGE communications.

Installing Traverse (On Premise)

Before you begin installing Traverse, make sure that there are no web servers or databases operating
on the server. This creates port conflicts that might prevent Traverse from starting.

Traverse is distributed as a single self-extracting executable file (traverse-x.y.z-windows. exe) for
Windows platforms, and a compressed archive (tar.gz) file called traverse-x.y.z-0S.tar.gz for
UNIX platforms.

In addition to the installation file, you need a license key to use Traverse. This can be either a
limited-time trial key, or a permanent key based on the terms of your purchase.

Contents of <TRAVERSE_ HOME>
The following table lists the contents of the <TRAVERSE_HOME > directory:

Directory Description

apps/ Supporting applications required for Traverse.
bin/ Utility software for Traverse components.
database/ Runtime database for tests and provisioning.
etc/ Configuration files and startup scripts.

lib/ Component libraries.

logs/ Error and debug log files.

plugin/ User custom actions and monitors.

utils/ Useful utility tools.

webapp/ The Web Application.

Note: References to <TRAVERSE_HOME > indicate the top-level home directory into which you installed
Traverse. By default, this is \Program Files (x86)\Traverse on Windows and /usr/local/traverse on
UNIX.

Installing Traverse on Windows
1. Double-click traverse-x.y.z-windows.exe.
2. Follow the instructions in the Traverse installation program.
3. When the installation is complete, you must reboot the server before you can use Traverse.

Installing Traverse on UNIX Platforms
1. Change to a temporary directory with at least 100 MB of disk space:
cd /tmp
2. Copy the downloaded Traverse archive to the temporary directory:
cp /download/dir/traverse-x.y.z-platform.tar.gz
3. Extract the software package.

Note: (Solaris only) Use the GNU version of tar instead of the native tar utility in the following
command.
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gunzip -c traverse-x.y.z-platform.tar.gz | tar xpf -
4. Change to the directory containing the extracted files:
cd traverse-x.ysu root

5. If you need to make any changes to the software license key, make the changes before executing
the installation script. If the terms of your license change—for example, a change in the expiration
date or number of devices—Kaseya Support (https://helpdesk.kaseya.com/home) provides you with a new

license file. Save the new key, overwriting any existing key:
traverse-x.y/etc/licenseKey.xml
6. As root, execute the installation script:

su root
sh ./install.sh

Starting and Stopping Traverse - Windows

The primary installation of Traverse includes a Business Visability Engine (BVE) component, a
Provisioning Database component and a Web Application component. The BVE is labeled as the
‘Correlation & Summary Engine' component in the Traverse Service Controller list.

Windows
On the system hosting the primary installation of Traverse:
1. Use the Start menu to navigate to Traverse programs folder.
2. Click the Launch Traverse Service Controller option.
3. Click Start All.

{2 Traverse Service Controller

. All {required) Traverse components appear ta be
running properly

Internal Communication Gus
Provisioning Database
[w]Petformance and Event Database
[w]Remaote Access Gateway

Metwork Configuration Management

Correlation & Summary Engine
[w]File Synchronization Server
WML Event Listener

WML Query Daemon

[w] Data Gathering Engine

web Application

age Handler
[w] Flow Analysis Engine
[CIBVE API

Skart all | Skop Al | Refresh I

Note: If you have recently stopped the Provisioning Database, it may take a few seconds until you can

database was unable to start up properly and you should try again after a few seconds.

start the database again while it shuts down completely. The startup scripts will let you know if the Poet

Starting and Stopping Using Commands

You can also start and stop Traverse components by Windows command prompt. To identify all
Traverse services enter:

net start | findstr /i "traverse"
To start and stop individual Traverse services:
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net start "service name" and net stop "service name'

Starting and Stopping Using the Start Menu
From the Windows Start menu:
= All Programs > Traverse > Stop Traverse Components
= All Programs > Traverse > Start Traverse Components

Starting Services Automatically on Reboot- Windows
To control the startup of individual components, use the Service Control Manager from the Windows
menu: Control Panel > Administrative Tools > Services. All Traverse service names are prefixed with
Traverse. If you want Traverse components to start when the system starts, select all or individual
Traverse services and change the Start-up type to Automatic. You can also do this using the
command prompt and entering:
sc config tvSlaMgr start=auto
If you are operating the Web Application and DGE monitor components on the same host, set the
start-up properties for these services to Disabled.

Traverse Windows Services

Windows Service Description Default
nvBveAPI Traverse BVE API Manual
nvSummary Traverse Correlation & Summary Engine Automatic
nvMonitor Traverse Data Gathering Engine Automatic
tvFileSync Traverse File Synchronization Server Automatic
tvFlowQD Traverse Flow Analysis Engine Automatic
nvIms Traverse Internal Communication Bus Automatic
nvMsgsvr Traverse Message Handler Automatic
tvSiLK Traverse NetFlow Data Collector Automatic
tvNetConf Traverse Network Configuration Automatic
Management

nvDgeDB Traverse Performance and Event Database Automatic
nvProvDB Traverse Provisioning Database Automatic
tvRaGateway Traverse Remote Access Gateway Automatic
tvSlaMgr Traverse Service Level Assurance Manager Disabled
nviWebapp Traverse Web Application Automatic
nvWmiEL Traverse WMI Event Listener Automatic
nvWmiQD Traverse WMI Query Daemon Automatic
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Verifying First Time Startup - Windows

Troubleshooting Service Startup Issues

1. Ensure that all the components display a checkmark and that a green circle displays at the top of
the dialog.

2% Traverse Service Controller

. All {required) Traverse components appear ko be
running properly

Internal Cormmunication Bus
Praovisioning Database

[w] Performance and Event Database
[¥]Remote Access Gateway

Metwork Configuration Management
Correlation & Summary Engine
[w]File Synchronization Server

WMI Event Listener

[w]\WMI Query Daeman

[w] Data Gathering Engine

‘Web Application
Message Handler
[w]Flow Analysis Engine
[CIBYE AP

Start All | Skop Al | Refresh I

2. If some components do not start, check for the following common start-up problems:

» Expired license key. - Check to see if your Traverse license key is expired by reviewing
the <TRAVERSE_HOME>/etc/licenseKey.xml file.

» Another web server is using the httpd port on the server.
» Failure to reboot after completing the installation.
3. After identifying and fixing any problems related to component start-up, restart Traverse.

Default Records Created by Traverse
A standard Traverse installation creates the following default records for you:
= One DGE location named Default Location
= One DGE component named localhost
= A user-class named Default User Group
= A default user traverse with the password of traverse
= A default user superuser with the password of traverse

Logging On for the First Time

1. In a supported web browser, navigate to http://your_host/, where your_host is the fully
gualified name or IP address of the server on which Traverse is operating.

Note: If you specified a port number other than the default 80 during installation, remember to
include this port number in the Traverse URL.

2. Enter your username and password (for example, traverse/traverse).
Add some test devices to verify that the system is functioning correctly.

4. Log out of Traverse. Then, log in as superuser with the password traverse. See Users and
Departments (http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#17371.htm) if you want to create
additional departments and administration groups.

5. Populate the system with devices. See Adding Devices (page 101) to add devices.

w
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Starting and Stopping Traverse - UNIX

Traverse components are started and stopped using the <TRAVERSE_HOME>/etc/traverse.init
script. You should execute this script with the start parameter from /etc/rc.local or another startup
directory relevant to your operating system. This enables Traverse components to start automatically
when the system starts.

Before you can use the script, you must edit the script and uncomment the components you want to
operate on the server. For example, if you are operating the Web Application and DGE monitor
components on the same host, edit traverse.init as follows:

PROVDB="N"
BVEAPI="N"
WEBAPP="Y"
MESSAGE="Y"
DGE="Y"
SLAMGR="Y"

Each Traverse component has its own startup script. This allows you to start and stop individual
components. The scripts are in the <TRAVERSE_HOME>/ etc directory and are described in the following

table:

Traverse Service Start/Stop Scripts

Script Name
bveapi.init
summary.init
monitor.init
filesync.init
flowqueryd.init
jms.init
msgsvr.init
netconf.init
dgedb.init
provdb.init
rgateway.init
slamgr.init

webapp.init

traverse.init

Description

Traverse BVE API

Traverse Correlation & Summary Engine
Traverse Data Gathering Engine

Traverse File Synchronization Server
Traverse Flow Analysis Engine

Traverse Internal Communication Bus
Traverse Message Handler

Traverse Network Configuration Management
Traverse Performance and Event Database
Traverse Provisioning Database

Traverse Remote Access Gateway
Traverse Service Level Assurance Manager
Traverse Web Application

(shell script to start/stop Traverse
components)

Each of these scripts starts and stops with the start and stop command line option.
To start Traverse, execute the following command:
sh# /etc/init.d/traverse.init start

If you start Traverse by starting individual services, make sure you start the Provisioning Database
first. This is because all other Traverse components request configuration information from the
Provisioning Database during startup.

Start the DGE database and monitors after the Provisioning Database. They provide the status of all
configured devices and tests. Then, start the Web Application, followed by the BVE socket server.

To stop Traverse, execute the following command:
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% <TRAVERSE_HOME>/etc/traverse.init stop

When shutting down Traverse by shutting down individual components, make sure you shut down the
components in the opposite order they are required to be started as described above.

If you want to stop the components of Traverse that read configuration files (so that they can read the
configuration files again), execute the following command:

% <TRAVERSE_HOME>/etc/traverse.init stopcore

This command does not stop the databases or the messaging bus.

Note: After you shut down the Provisioning Database, wait at least 10 to 20 seconds before attempting to
start Provisioning Database. If you attempt to restart the Provisioning Database too soon, the startup
scripts inform you that the Poet database is unable to start-up properly.

Verifying Proper Operation

Use the status parameter with the traverse.init script to display the status of the different
components. For example:

./traverse.init status

performance and event database ... running
internal communication bus ... running
central configuration database ... running
configuration file synchronization server ... running
network configuration management ... running
correlation and summary engine ... running
dge (monitor) components ... running
traffic flow analysis engine (flowqueryd) ... running
remote access gateway (dropbear) ... running
application server (tomcat) ... running
messages and alarm receiver ... running

Alternatively, you can use status parameter with other startup scripts to check the status of individual
components.

Troubleshooting Traverse Startup

See the following Kaseya community page articles if you cannot verify proper operation.
= Troubleshooting dependency issues Linux 64bits (https://helpdesk.kaseya.com/entries/101971813)
= Messaging server (activemq) fails to start (https://kaseya.zendesk.com/entries/99729868)
= ERROR: Could not initialize class sun.awt.SunToolkit (https://kaseya.zendesk.com/entries/98851378)

Verifying First Time Startup - UNIX

30

1. Make sure that your Traverse license key is not expired.
(<TRAVERSE_HOME>/etc/licenseKey.xml).

2. Start Traverse. Enter:

cd <TRAVERSE_HOME>;
etc/traverse.init start

3. Make sure that all the components started and are operating correctly by executing the following
command:

traverse.init status
4. Typical start-up problems include:
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» an expired license key
» another web server is operating on the server and using the httpd port
5. After you identify and fix any problem related to Traverse component start-up, restart Traverse:
traverse.init restart

6. In a supported web browser, navigate to http://your_host/, where your_host is the fully
qualified name or IP address of the server on which Traverse is operating.

Note: You can specify a port number other than (the default) 80 when installing Traverse.
Remember to include this port number in the Traverse URL (for example,
http://your_host:8080).

7. Enter your username and password (for example, traverse/traverse).

8. Add some test devices to verify that the system is functioning correctly.

9. Log out of Traverse. Then, log in as superuser with the password traverse. See Users and
Departments (page 81) if you want to create additional departments and administration groups.

10.Populate the system with devices. See Adding Devices (page 101) to add devices.

Traverse Post Discovery Tasks
After running a discovery on your network or manually adding devices, Kaseya recommends that you
do the following:
= Change the password for the default user and superuser (Administration > Preferences).
= Set the correct timezone (Administration > Preferences).

= Specify the page to display after logging in to Traverse. (Administration > Preferences). Select a
page from the Set the page to... drop-down menu or select Other and enter a specific page in the
Other field. For example, to specify the Manage Actions Profile page, enter:

user/manageActions.jsp
You can obtain the URL of pages by clicking on the anchor icon in the top right-hand corner of each
page. See Show Page URL (http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#17077.htm).
» Change the DGE controller password (see DGE Controller Port/Password (page 306)).
= Update device dependencies and set up parent/child relationships if required to prevent alarm
floods. See Device Dependency (http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#17457.htm).
= Set up service containers as required to model your services. See Service Containers
(http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#17422.htm).
= Set up actions and notifications. See Actions and Notifications (page 121).
= Configure the Message Handler for monitoring traps and logs. See Message Handler for Traps and
Logs (http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#16774.htm).
= After using the system for two days, either update the thresholds manually if you are getting too
many alerts, or use the "baseline" feature to automatically reset the thresholds. See Smart
Thresholds Using Baselines.

IMPORTANT: If you want to use custom scripts to manage and maintain Traverse, you must contact Kaseya
Professional Services before deploying these scripts in your Traverse environment.

Logging In

Traverse users in the superusers admin-group can log in using the procedure below. If you are not a
Traverse superuser, superuser or your administrator must create the admin-group structure and
assign you to an admin-class which determines your permissions (to view, create, modify, and delete
entities within the application.
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Before you log in, you need to have received a username and password from superuser or your
administrator.

Logging in to Traverse
1. Type http://traverse.your.domain into your web browser.

Note: If you configure an alternate port number other than the default (port 80), remember to
include this port number in the Traverse URL. See Web Server TCP/IP Port (page 308) for more
information on configuring the web server port.

2. Enter your Username and Password, and then click Login.
3. To have your password emailed to you, click Forgot your password? Click here.
4. Click Login to enter the site.

Upgrading to Traverse R93

The information in this section describes how to upgrade from Traverse 5.5 or later to Traverse R93. If
you want to upgrade to R93 from versions earlier than 5.5, upgrade to 5.5, and then upgrade to R93.

The upgrade to R93 allows you to preserve all configuration and historical performance data.
Before starting the upgrade process, make sure that:
= Traverse 5.xis installed and operating properly on the existing servers.

= You have (local) administrator permissions on the servers on which you installed Traverse. You
need a login account that is a member of the local Administrators group (either directly, or
inherited through other group memberships).

» There is sufficient disk space available on the servers. Kaseya recommends that twice the
amount of space currently used by the Traverse installation directory is available for the upgrade.

Sequence for Upgrading Different Components
Ideally, all Traverse servers, including DGEX should be at the same release.
= Upgrade the BVE and DGE before upgrading DGEX.
= The DGEX may be at a lower revision level for a short period.

Upgrading Traverse from 5.5 or later to R93 on Windows

1. Log into Traverse as administrator or as another user with equivalent permissions.
2. Shutdown all Traverse components (Start > Programs > Traverse > Stop Traverse
Components).

In a distributed configuration, stop Traverse components on the DGE hosts, and then on the
server where the BVE/Provisioning Database is operating. In this environment, always make sure
you upgrade the system running the BVE/Provisioning Database first.

3. Create a new directory (for example, C:\OLD-traverse-5.x).
Copy <TRAVERSE_HOME > into the directory you just created.

5. Download and save the installation package for Traverse R93 (a single executable) to a
temporary location on the server.
> Double-click on the installation executable.
If Traverse 5.x is installed on the system, the installer prompts you to confirm the upgrade to
Traverse R93.

6. Follow the on-screen prompts to complete the installation.

»
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Components Running Prompt: Windows Upgrade

During the installation/upgrade, you might see a message, indicating that the installer cannot
access some files in the Traverse directory because they are being used by the WMI service.

& et SIS
xI[Please Wait

Introcuctionr 'E Application Components Running
License Ag L

One or more HetWigil components appearto be running on this

Choose s senrer. The installer will attempt to shutdown the following senices
inorderto proceed:
Choose Pre p
Callect Infa MetVigil Aggregated Database
HetWigil Correlation & Summany Engine
Pre-Installa HetWigil Data Gathering Engine
Installing... HetWigil Internal Communication Swystem
MetVigil Message Handler ured for your
Install Corn

HetWigil Provisioning Database
HetWigil Web Application
HetWigil Wil Event Listener
HetWigil Wikl Query Daemon

Cancel, Abort Installation || Continug I

CACE| | Breviaus | Iext |

To resolve this issue and continue the installation, open a command window and enter the
following, and then click Continue:

net stop winmgmt
The installer might prompt you to stop other dependent services. If so, stop these services.

Microsoft Windows [Uersion 5.2.37981
(C)> Copyright 1985-2003 Microseft Corp.

IC:~Documents and Settings“Administrator>net stop winmgmt

The_Fnllouing services are dependent on the Windows Management Instrumentation
ervice .

Stopping the Windows Management Instrumentation service will also stop these se
vices.

Windows FirewallsInternet Connection Sharing CICS>

Do you want to continue this operation? (¥-/N> [NI1: y

The Windows Firewalls/Internet Connection Sharing (ICS8)> service was stopped succd

The Windous Management Instrumentation service is stopping.
The Windows Management Instrumentation service was stopped successfully.

C:\Documents and Settings“Administrator>_

After the confirmation prompt displays, continue the installation/upgrade.

Note: Prior to migrating existing configuration and historical data, the installer displays a
confirmation prompf.

Review Configuration Files

1. When the installation/upgrade completes, review the configuration files from the previous version
of Traverse in the <TRAVERSE_HOME>\OLD-traverse-5.x directory. If you made any
modifications to the configuration files, such as adding a new JDBC driver or configuring plug-in
authentication, you must manually re-apply the changes.

» If you have Traverse installed on a single server only, skip to Step 4.

» If you have Traverse installed on more than one server (multiple DGEs, and/or BVE and
DGE on separate servers), continue to Step 2.
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2. After the installer finishes the upgrade, start the Provisioning Database using the Service
Controller.

3. Execute the installer on the DGE servers and follow on-screen prompts. During the upgrade
process, the installer analyzes the aggregation scheme which is why you must start the
Provisioning Database in Step 2.

The analysis/migration process can take a large amount of time. The duration of the conversion
process depends on the hardware specifications of the DGE system. For example, converting
data for 15000 tests with historical data for six months:

1 x 3.4GHz Pentium 4; 1GBRAM; SATA drives = 3 hours

4. After you upgrade the DGEs, start Traverse. Start the server on which you installed the

BVE/Provisioning Database, and then start the DGE servers. If you manually stopped any
Windows services (such as the WMI service) during the installation/upgrade, start these services.

Upgrading Traverse from 5.5 or later to R93 on UNIX
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1. In adistributed configuration, stop Traverse components on the DGE hosts, and then on the
server where the BVE/Provisioning Database is operating (Step 2). In this environment, always
make sure you upgrade the system running the BVE/Provisioning Database first.

2. Log in to the Traverse (BVE) server as root or use the su or sudo commands to obtain root
permissions.

3. Shutdown all Traverse components:

cd /usr/local/traverse/
etc/traverse.init stop
4. Back up the existing Traverse installation directory:
cd /usr/local/traverse/
utils/databaseUtil.pl --action=export
--file=/usr/local/traverse/database/provdb.xml
cd ../..
cp -r traverse OLD-traverse-5.x
This directory preserves the 5.x installation in case you abort the upgrade process.

5. Download and save the installation package (tar-gzipped package) to a temporary location on the
server.

6. Extract the installation package and start installation by executing the following commands:

Note: (Solaris only) Use the GNU version of tar instead of the native tar utility in the following
command.

cd /tmp

gunzip -c traverse-x.y.z-0S.tar.gz | tar xf -

cd traverse-5.6

sh install.sh
If you use Traverse on a single server (BVE and DGE on the same host, single DGE), specify the
previous Traverse installation directory during the installation process. The installer automatically
converts configuration and historical data to version (format) R93.

7. When the installation/upgrade completes, review the configuration files from the previous version
of Traverse in the <TRAVERSE_HOME>/OLD-traverse-5.5 directory. If you made any
modifications to the configuration files, such as adding a new JDBC driver or configuring plug-in
authentication, you must manually re-apply the changes.

8. If you have Traverse installed on a single server only, skip to Step 11.

If you have Traverse installed on more than one server (multiple DGEs, and/or BVE and DGE on
separate servers), continue to Step 9.
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9. After the installer finishes the upgrade, start the Provisioning Database on the server running the
BVE/Provisioning Database component:
cd /usr/local/traverse
etc/provdb.init start
10.Install Traverse on all other servers (DGESs). You can upgrade multiple DGEs at the same time.
During the upgrade process, the installer analyzes the aggregation scheme which is why you
must start the Provisioning Database (Step 9).
The analysis/migration process can take a large amount of time. The duration of the conversion
process depends on the hardware specifications of the DGE system. For example, converting
data for 15000 tests with historical data for six months:
1 x 3.4GHz Pentium 4; 1GBRAM; SATA drives = 3 hours
11.After you upgrade the DGEs, start Traverse. Start the server on which you installed the
BVE/Provisioning Database, and then start the DGE servers.
cd /usr/local/traverse
etc/traverse.init start

Verifying Installation or Upgrade

After installing or upgrading Traverse, make sure that the application is operating properly.

Note: After an upgrade, remember to clear your browser cache.

Verifying the Traverse Installation
1. After starting Traverse R93 on the Web Application host system, wait 30 to 60 seconds while the
application initializes.
2. In your browser, enter http://n.n.n.n/ (where n.n.n.nis the IP address of the Web
Application server).

Note: If you changed the default port on which Traverse operates, make sure you enter the URL as
follows: http://n.n.n.n:port# (where n.n.n.n is the IP address of the Web Application server and
porti# is the port you configured to, for example, avoid conflicts with existing web servers.

1. Log in to Traverse using an existing login 1D and password.

2. Navigate to Status > Devices and make sure the severity filter is off.

3. Navigate to any device. Make sure that the date and time displayed under Test Time matches (or is
within 5 to 15 minutes of) the current time.

Note: The DGE might require up to 30 minutes before it starts collecting metrics.

4. Navigate to any test and make sure that historical performance data displays correctly on the
graphs.

New License Key

Request a New License Key
To request a license key, submit a request using Kaseya Support (https://helpdesk.kaseya.com/home) and
include the following information:
= Company Name
= Service Contract ID
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= Number of devices and tests

Installing A New License Key

Traverse components use a license key that determines the features available for use. When and if
the license key expires, Traverse ceases operation.You will need to acquire and install a new key from
Kaseya Support (https://helpdesk.kaseya.com/home).

You need to install a new key if the key is temporary (for trial purposes) and expires, or if the license
key format changes between versions of Traverse.

IMPORTANT: If you are running Traverse v5.5 or later, you do not need to restart Traverse if you want
to install a new license key with a new expiration date or new number of devices and DGEs. Just copy your
new license key into the TRAVERSE_HOME/etc directory and if Traverse is already running, it will
automatically reload the configuration file within an hour.

Installing a New License Key on Windows
1. Save or copy the licenseKey.xml file to <TRAVERSE_HOME>\etc\.
2. Make sure to replace the existing 1licenseKey.xml file (if any).
3. Restart Traverse:
» Start > Programs > Traverse > Stop Traverse.Components.
» Then, Start > Programs > Traverse > Start Traverse Components.

Installing a New License Key on UNIX
1. Save or copy the 1icenseKey.xml file to <TRAVERSE_HOME>/etc/.
2. Make sure to replace the existing licenseKey.xml file (if any).
3. Restart Traverse:
<TRAVERSE_HOME>/etc/traverse.init restart

Windows System Performance Tuning

IMPORTANT: Make sure you back up configuration files before you make any changes to these files.

Name Servers

You can increase system performance by deploying a caching name server on the servers on which
the DGE components operate.

Increasing Java Virtual Memory (JVM) Size

The DGE, BVE ObjectStore, and Web Application operate as separate processes and have their own
Java Virtual Memory settings. If you add additional RAM on servers hosting DGEs,
Kaseya recommends that you increase the JVM size that the DGEs use.

Increasing the JVM Size

= Shut down the DGE. Navigate to Start > Control Panel > Admin Tools > Services. Right-click
Traverse Data Gathering Engine and select Stop.

= Using a text editor with word wrapping disabled, add the following line to the end of the
<TRAVERSE_HOME>\bin\monitor.lax file as follows:

lax.nl.java.option.additional=-xmx512m
» This allocates 512MB of memory for the DGE process.
= Save and close the monitor.lax file.

Make sure you always dedicate physical memory (RAM) to the java process, and not swap space. For
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example, if you have 2GB of swap space, but only 512MB of RAM, set the JVM size to less than
512MB (do not set it to 2GB).

System Security

Kaseya strongly recommends that you terminate or disable all unnecessary services and processes on

Traverse servers (this includes TELNET and FTP).

Internet Explorer Browser Settings

Make sure that you enable the following settings in Internet Explorer (Tools > Internet Options >
Security > Custom Level):

» Binary and Script behaviors

= Script ActiveX Controls marked Safe for scripting

= Allow Scripting of Internet Explorer Web Browser Controls

= Allow Script-initiated windows without size or position constraints
= Scripting > Active Scripting

= Scripting > Allow Paste Operations Via Script

= Scripting > Scripting of Java Applets

UNIX System Performance Tuning

IMPORTANT: Make sure you back up configuration files before you make any changes to configuration
files.

Name Servers

You can increase system performance by deploying a caching name server on the servers on which

the DGE components operate.
On Solaris platforms, you can run NCSD with the following parameters:

positive-time-to-live hosts 10800
keep-hot-count hosts 200
check-files hosts no

check-files ipnodes no
check-files exec_attr no
check_files prof_attr no
check_files user_attr no

Disk 1/O
If you are using IDE drives, you can increase 1/0O performance by enabling 32bit I/O, direct memory
access and multi-block reads by entering:
hdparm -cl1l -d1 -ml6 /dev/hda

Make sure to replace /dev/hda with the correct device name appropriate for your system. Add this
command to /etc/rc.local.

Increasing the File Descriptors

1. Increase the file descriptors to 8192 by adding the following parameters to the
/etc/security/limits.conf file.

* soft nofile 8192
* hard nofile 8192

2. Editthe /etc/pam.d/login file, and add the following:
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session required /lib/security/pam_limits.so
3. Increase the system-wide file descriptor limit by adding the following three lines to the
/etc/rc.d/rc.local startup script:

# Increase system-wide file descriptor limit.
echo 4096 > /proc/sys/fs/file-max
echo 16384 > /proc/sys/fs/inode-max

Increasing Java Virtual Memory (JVM) Size

The DGE, BVE ObjectStore, and Web Application operate as separate processes and have their own
Java Virtual Memory settings. If you add additional RAM on servers hosting DGEs,
Kaseya recommends that you increase the JVM size that the DGEs use.

Increasing the JVM Size
1. Shut down the DGE.
<TRAVERSE_HOME>/etc/monitor.init stop

2. Edit <TRAVERSE_HOME>/etc/monitor.init and search for Xmx1024. Replace this value with
Xmx1536. This adds an additional 512MB of memory for the DGE process.

3. Save and close the monitor.init file.

Make sure you always dedicate physical memory (RAM) to the java process, and not swap space.
For example, if you have 2GB of swap space, but only 512MB of RAM, set the JVM size to less
than 512MB (do not set it to 2GB).

System Security Issues

Kaseya strongly recommends that you terminate or disable all unnecessary daemons and processes
on the Traverse servers. This includes telnet and ftp.

Use ssh if you need to log in to the Traverse server and scp for all file transfers. See Using Traverse
Behind Firewalls (page 40) for more information about firewalls.

Configuring SSL for the Web Application

Since the Traverse Web Application is pure HTML based, the GUI component can be accessed using
both regular and secure (SSL) HTTP protocol. By default SSL is already enabled on the default port
443 with a Kaseya certificate, but to enable or change the certificate for SSL, use the following steps:

Note: These changes will need to be re-applied when you install a new version of Traverse.

Configuring SSL for the Web Application

1. The application server (Apache Tomcat) used by Traverse uses a JKS format keystore.
Traverse by default ships with a keystore with a self-signed certificate. If you are not ready to
install a valid key yet, you can skip to Step 10. Otherwise, first rename or move the existing
keystore located at <TRAVERSE_HOME>/plugin/web/webapp.keystore

2. Create a private/public (RSA) key pair using the following command:

<TRAVERSE_HOME>/apps/jre/bin/keytool -genkey -keyalg RSA -storepass changeit -alias
tomcat -keystore <TRAVERSE_HOME>/plugin/web/webapp.keystore

3. Answer the questions, making sure to specify the fully-qualified domain name when asked for
first/last name. Do not use comma (,) in any of the answers as it will cause problems. When asked
for key password for tomcat, press return/enter.

4. Generate a Certificate Signing Request (CSR) using the following command:
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<TRAVERSE_HOME>/apps/jre/bin/keytool -certreq -storepass changeit -alias tomcat
-keystore <TRAVERSE_HOME>/plugin/web/webapp.keystore -file my_new_key.csr

5. You will need to send the CSR (my_new_key.csr) to a valid certificate authority (CA) such as
Verisign or Thawte. Usually the CA will send you a signed certificate via email. If you are acting as
your own CA, the CSR can be signed using OpenSSL or other SSL tools.

6. Save the certificate in my_new_cert.pem and make sure that the certificate begins with
----- BEGIN CERTIFICATE----- and ends with -----END CERTIFICATE-----. All other text
above/below the specified section should be deleted.

7. Import the new certificate into a new keystore using:
<TRAVERSE_HOME>/apps/jre/bin/keytool -import -v -trustcacerts -alias tomcat
-storepass changeit -file my_new_cert.pem -keystore
<TRAVERSE_HOME>/plugin/web/webapp.keystore

8. When asked Trust this certificate?, answer yes and the certificate will be installed into the keystore.
9. Verify that the certificate has been imported correctly using:

<TRAVERSE_HOME>/apps/jre/bin/keytool -list -v -storepass changeit -keystore
<TRAVERSE_HOME>/plugin/web/webapp.keystore

10.Edit <TRAVERSE_HOME >/apps/tomcat/conf/server.xml using a text editor and check that the
following section is uncommented and not enclosed between (<!-- .. -->):

<Connector port="443"

minProcessors="20" maxProcessors="80"

enablelLookups="false" allowChunking="false"

acceptCount="100" scheme="https" secure="true"

clientAuth="false" sslProtocol="TLS"

keystorePass="mypassword"

keystoreFile="conf/.keystore"

compression="off" debug="0"

URIEncoding="UTF-8" />

11.Make sure that the keystore, keystorepass and port parameters are set correctly. On a
Windows platform, the path would be specified as /C: /Program Files
(x86)/Traverse/plugin/web/webapp.keystore in this file

12.To configure Tomcat to use only SSL (https), you can disable the standard http request handler
as described below.

13.Save the file and restart the Web Application if already running. On Linux or Solaris hosts:

<TRAVERSE_HOME>/etc/webapp.init restart

14.0n Windows hosts, click Launch Traverse Service Controller from the Windows Start menu to display
the Traverse Service Controller. First clear the Web Application check box and click Apply to stop the
Web Application. Then wait 15-30 seconds, select the Web Application check box and click Apply
to start the Web Application.

15.Wait 15-30 seconds for the Web Application to initialize and use your web browser to connect to
https://your_traversetraverse host/ and you should see the Traverse login page.

Disabling non-SSL Web Application server

If you want to use only SSL, you can disable the non-SSL server of the Web Application by performing
the following steps:

1. Edit <TRAVERSE_HOME>/apps/tomcat/conf/server.xml using a text editor and locate the
following Connector section for port 80:

39



Installation and Logon (On Premise)

<!-- define standard http request handler -->
<Connector port="80" minProcessors="20" maxProcessors="80" enableLookups="false"
allowChunking="false" acceptCount="100" redirectPort="443" compression="off"
debug="0" URIEncoding="UTF-8" />

2. Comment out the section by adding "<!--" and "-->" as follows:

<!-- define standard http request handler -->

<!-- disabled

<Connector port="80" minProcessors="20" maxProcessors="80" enablelLookups="false"

allowChunking="false" acceptCount="100" redirectPort="443" compression="off"

debug="0" URIEncoding="UTF-8" />

-->

3. Save the file and restart the Web Application if already running. On non-Windows hosts:

<TRAVERSE_HOME>/etc/webapp.init restart
On Windows hosts, click Launch Traverse Service Controller from the Windows Start menu to display
the Traverse Service Controller. First clear the Web Application check box and click Apply to stop the
Web Application. Then wait 15-30 seconds, select the Web Application check box and click Apply
to start the Web Application.
The Web Application should now be accessible only via the https://your_traverse_host/
URL and not http (plain text).

Redirecting non-SSL Port to SSL Port Automatically

Edit <TRAVERSE_HOME >/webapp/WEB-INF/web.xml and add the following block of data immediately
after the opening <web-app> tag structure:

<!-- This block forces SSL for all connections -->

<security-constraint>
<web-resource-collection>
<web-resource-name>Entire Application</web-resource-name>
<url-pattern>/*</url-pattern>
</web-resource-collection>
<user-data-constraint> <transport-guarantee>CONFIDENTIAL</transport-guarantee>
</user-data-constraint>

</security-constraint>

Now restart the Web Application to activate the new settings.

Using Traverse Behind Firewalls

If any component of Traverse is going to be installed behind a firewall, depending on the existing
policies, some changes may be necessary to the rules to accommodate the requirements. In the
following requirements, "remote" host implies a host that is outside of the firewall while a "local" host is
a device on the secure side of the firewall. Also, note that the requirements are not applicable for cases
where the two hosts in question are on the same side of the firewall (i.e. packets are not crossing the
firewall).

Requirements for the BVE Provisioning Database
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The provisioning server stores all device, test, action, threshold, authentication and other provisioning
information. This information is retrieved on-demand by both the web servers and DGEs. This is
accomplished by creating connections to the database server on specific TCP ports running on the
provisioning host. The following firewall rules will need to be applied for a provisioning server which is
behind a firewall:

Firewall Rules for a Provisioning Server that is Behind a Firewall
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Protocol Direction Local Port Remote Host Remote Port Reason

tcp incoming 7651 any any Traverse Provisioning Database
tep incoming 7652 any any Traverse Provisioning Database
tcp incoming 7653 any any Traverse messaging protocol #1
tcp incoming 7654 any any Traverse messaging protocol #2
tcp incoming 7661 any any 'Sl'éz:\\//grrse BVE (provisioning) API
udp incoming 162 any any snmp traps

tcp outgoing any any DGE 7657 external data feed API server
tcp outgoing any any DGE 7659 input stream monitor

udp outgoing any DNS servers 53 DNS queries for name resolution

Requirements for Web Servers

The web servers provide an interface for displaying all collected information as well as reports
generated from those information. If a location is served by more than one web server, a load balancer
is installed to distribute the load and the load balancer will need the same firewall rule changes as the
web servers themselves. The load balancer might have additional firewall specific requirements. You
must apply the following firewall rules for web servers which are behind a firewall:

Firewall Rules for a Web Server that is Behind a Firewall

Protocol Direction Local Port Remote Host Remote Port Reason

tcp incoming 80 any any any access to Web Application

tcp incoming 443 any any any access to Web Application
over ssl

udp outgoing any DNS servers 53 DNS queries for name resolution

Requirements for DGE (monitors)

The DGEs perform actual monitoring of all provisioned devices and store the data on a local database.
The web servers will need access to this stored data on-demand for report generation. The
provisioning server also needs access to the data to fulfill requests made via the BVE socket API.
Since the DGE perform monitoring tasks, it will need outbound access via a multitude of ports and
protocols. The following firewall rules will need to be applied for a DGE server which is behind a
firewall:

Firewall Rules for a DGE that is Behind a Firewall

Protocol Direction Local Port Remote Host Remote Port Reason

tcp incoming 7657 any any external data feed API server

tcp incoming 7659 any any input stream monitor

tep incoming 7663 web app any DGE database lookup

tep incoming 7655 any any DGE status server

tcp incoming 9443 dge-extensions  any g%rg DGE-extension to upstream
. WMI query dge connection to WMI query

tcp outgoing any server 7667 server

FTP servers create incoming
tcp incoming 20 any any connection on port 20 in response
to connections on port 21
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Firewall ports for DGE-extensions

Using Traverse in NAT Networks
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161
53
123
1645
21

25

80

110
143
389
443
993
995

135

packet loss, round trip time tests
SNMP queries

DNS queries, tests

NTP service tests

radius service tests

FTP service tests

SMTP service tests, alerts via
email

HTTP service tests

POP3 service tests

IMAP service tests

LDAP service tests

HTTP over ssl service tests
POP3 over ssl service tests
IMAP over SSL service tests

WMI queries to Windows hosts
being monitored via DCOM. See
Apache Web Monitor.

The DGE-extensions make all outbound connections to an upstream DGE and BVE, and there are no
incoming connections to the DGE-extension. The following TCP ports need to be opened on the

upstream DGE location to all the DGE-extensions to connect:

Port

TCP/7651
TCP/7652
TCP/7653
TCP/7654
TCP/9443

From
DGE-x
DGE-x
DGE-x
DGE-x
DGE-x

To

BVE
BVE
BVE
BVE
DGE

NAT (Network Address Translation) devices usually translate connections between a public network
and a private address space. There are several issues to consider while monitoring in a NAT network:
= NAT Port Translation: In this NAT method, one or more public IP address are mapped to one or

more private IP addresses by manipulation of the source port. It is difficult to permit an external
monitoring server to query an internal host unless such translation is set up.
= Firewalls Disable Queries from public network: Several NAT and firewall devices (such as the PIX

firewall) disable SNMP queries from their public interfaces.

= Dynamic NAT: For non-server type devices (such as user systems), they usually get a dynamic IP
address instead of a fixed address. These devices cannot be queried since the IP address is
changing all the time.

Traverse can be deployed in a NAT environment as long as there is a way to query the device being
monitored. If the DGE is co-located near the private LAN, then an ethernet interface from the DGE can
be attached to the NAT network directly.
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Traverse can be deployed in an environment with similar private addresses, as long as each of these
networks has its own DGE. The Provisioning Database does NOT reference devices by IP addresses,
so many devices can exist in the system with the same IP address. Each device is allocated to a DGE,
so as long as the respective DGE can access the private (or NAT) network, the devices on these
networks can be monitored by Traverse.

Adding an Additional DGE

You can add additional DGEs in order to increase the scalability of your Traverse installation. You
might need to purchase a license in order to have more than one. The steps to do this are described in
Configuring DGEs (page 46).

High Availability Configurations

The Traverse distributed database and processing architecture allows very high levels of fault
tolerance and scalability during deployment. All of the components in the various tiers are horizontally
scalable which is essential for expansion and real-time performance reports.

All of the configuration information is stored in the BVE Provisioning Database. On startup, the DGEs
connect to the BVE Provisioning Database and download a local copy of their configuration. Any
updates made to the BVE Provisioning Database are pushed out in real time to the corresponding
DGE.

To handle the case of a DGE physical server going down, you can set up a spare 'hot standby' server
in any central location (N+1 redundancy) which has the software installed and configured. In the case
of a production DGE going down for an extended period of time due to hardware failure, you can set
the name of the DGE in the dge.xml configuration file (see DGE Identity (page 306)) and start Traverse
on the backup server. This backup DGE automatically connects to the BVE Provisioning Database and
downloads the configuration of the failed DGE. When the production DGE comes back up, it can be
even run in parallel before shutting down the backup DGE. The only caveat is that the performance
data collected during this interval will be missing on the production DGE.

If desired, you can have a backup DGE for each of the production DGEs (N+N redundancy) but this is
not really needed if the centralized DGE can poll all the data remotely.

If connectivity between the DGE and the BVE database is lost, the DGE continues to poll, aggregate
and even generate alarms completely independently. When connectivity to the BVE database is
restored, the DGE restarts and downloads a fresh copy of its Provisioning Database.

The BVE database can be replicated on multiple servers for fault tolerance.

The performance database which is local to each DGE can be located on a remote database cluster if
needed for fault tolerance also. The JDBC communication between the DGE and the performance
database allows such a setup seamlessly just by a few configuration file changes. Contact Kaseya
Professional Services for information and pricing for this configuration service.

Lastly, the Web Application and reporting engine also gets all the configuration information from the
BVE database server on startup and hence you can have any number of Web Application servers
behind a load balancer for fault tolerance as well as distributed report processing.
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Chapter 4

On Premise DGE Management

The following topics provide a detailed explanation for on premise users of how to manage DGEs and DGE extensions.

Traverse cloud users are provided separate instructions for downloading and installing DGE extensions.

In This Chapter
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Overview

Traverse uses a distributed, tiered architecture where the data collection and storage is handled by the
Data Gathering Engine (DGE) component. Each DGE polls data from the network devices, servers and
applications and performs real-time aggregation and storage of this performance data in a local
relational database. The DGE also triggers actions and notifications when it detects that the threshold
conditions are exceeded or crossed. Each DGE also processes its data during report generation,
which allows for parallel and distributed processing for very large environments.

A DGE-extension is a light-weight remote monitoring and collection component which has no local
storage. It pushes all the data it collects to a DGE over a secure SSL "push" connection which makes it
ideal for deploying behind firewalls for monitoring small NAT environments.

Configuring DGEs

If you would like to expand your Traverse system to monitor additional devices in remote geographical
or logical locations, you can install a Data Gathering Engine (DGE) on another physical machine and
integrate it into your existing setup. You can add multiple DGEs in the same location for load balancing
or increasing monitoring capacity.

Adding a Location

Note: Creating a hew location is optional. You must assigh a new DGE to a location during configuration. You
can add it to a new location or an existing location.

Locations

46

DGEs are grouped within DGE locations. A DGE location is simply a way of grouping DGEs for load
balancing; The location can be any logical or functional name, for example, New York, datacenter3,
finance. DGEs in the same DGE location need not be in the same physical location.
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Load Balancing, Hard Limits, Soft Limits

For multiple DGEs in a single "location”, Traverse uses a load balancing mechanism based on
configurable test limits to ensure that DGE hosts are not overloaded. There are two limits, soft and
hard, which are used to determine whether the DGE has the capacity to take on a newly-provisioned
device. If the number of tests reach the hard limit, no more tests can be provisioned on that DGE. Once
a soft limit is reached, only tests for existing devices can be added to that DGE. Else the device is
provisioned on the least loaded DGE. Note that tests for a device are not split across multiple DGEs to
optimize performance.

-
TRAVERSE -
.

DGE MGMT HEALTH ADMIN GLOBAL CONFIG Logged in: superuser | LOGOUT ABOUT | USER GUIDE | L E|

DGE LOCATIONS AND MANAGEMENT

Select an operation for a DGE location and management below or use the link o create a new location and dge
Create New Location

Create New DGE
DGE ExTEnsION MANAGEMENT
Create New DGE Extension

DGE LOCATIONS
NAME DGE COUNT STREET CcITY STATE COMMENTS MODIFY
Default Location 1 Update Delete

DGE MANAGEMENT

NAME HOST LOCATION DEVICE COUNT TEST COUNT SOFT/HARD LIMIT MODIFY
dge-1 127.0.0.1 Default Location 9 408 35000 / 50000 Update Delete
Grand Total 9 408

LICENSE PARAMETERS

Number of DGEs DGE Ext. Ping Devices Simple Devices Standard Devices Total Devices Total Tests

16 16 unlimited unlimited

Creating a DGE Location
1. Log into the Traverse Web Application as superuser.
2. Navigate to Superuser > DGE Management.
3. Click Create New Location.
4

Fill in the Name field with a unique name to identify the DGE host location (required). This can be
any text, typically the name of a geographic location, department, building, etc.

5. Fillin the optional fields if desired to clarify the geographical location of the DGE host and any
comments.

6. Click Create Location to save your changes.
7. Repeat steps 3-6 above as needed to create additional locations.

CReATE LocaTION

* Name:
Street:
City:
State:

Comment:

Create Location ] [ Reset ]

Adding a DGE

Prerequisites
» Ensure that the Traverse Web Application component is installed and operating correctly.
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Identify the host name and IP address of the system that will host the DGE.
Review Using an Existing MySQL Database with a DGE (page 50) if you intend on using an existing

MySQL database with your new DGE.

Review Disk Space Requirements for DGE Aggregation (page 50) for guidelines on sizing the disk space

for your new DGE.

Create a DGE Record in Traverse
Log in to the Traverse Web Application as superuser.

1.
2.
3.

8.
9.

Navigate to Superuser > DGE Management.
Click Create a New DGE.

CReATE DATA GATHERING ELEMENT

* Name:
* Host:
* Location:
* Soft Limit:

* Hard Limit:

SelectLocation -

15000

20000

[ create DGE |

[ Reset ]

Fill in the Name field with a unique name to identify the DGE host. This name can be arbitrary, but
should be unique as it is used by the DGE to identify itself to the Correlation & Summary Engine

(BVE).

Fill in the Host field with the fully qualified domain name or IP address of the DGE host. At startup,
the DGE verifies the hostname/IP in the Provisioning Database against its own IP address.

Select the DGE location from the drop-down list. There may often be multiple DGEs assigned to a

single geographic location.

. Set the Soft Limit and Hard Limit values. Accept the default values if you don't have a reason to

change them. See Load Balancing, Soft Limits, Hard Limits in Adding a Location (page 46) for more

information.
Click Create DGE to save your changes.

Repeat steps 3-8 above as needed to create additional DGE hosts.

Installing the DGE

1. Locate the same installer you used to install the Business Visibility Engine (Correlation &
Summary Engine), appropriate for Windows or UNIX.

Install the DGE software on a new DGE host and reboot the system.
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3. Subsequent screens ask you to specify:

» The IP Address of the Fully Qualified Domain Name (FQDN) or IP address of the system
hosting the BVE/Provisioning Database.

» The unique DGE Name of your new DGE. This should match the Name you entered in step 4 of
the Create a DGE Record in Traverse procedure above.

» The email address and SMTP mail server your new DGE will use to notify you.

After the Installation
1. Start the DGE if it is not already started.
2. Check the health of the DGE you have just installed by navigating to the SuperUser > Health page.

Your DGE should be listed and show all components with an @ icon. see Monitoring DGE
Operation and Capacity (page 54) for more information.

= Log into the Traverse Web Application and run Network Discovery to add devices and tests to the
new DGE.

Troubleshooting
If you encounter connection issues, verify on the system hosting the new DGE:

= The name of the DGE in the <TRAVERSE_HOME>/etc/dge.xml file. Locate the string <dge name.
It should match the Name specified on the Superuser > DGE Management page.

= The Fully Qualified Domain Name (FQDN) or IP address of the system hosting the
BVE/Provisioning Database. The host value is located in the
<TRAVERSE_HOME>/etc/emerald.xml file. Locate multiple instances of the string host.

Restarting the DGE

If you make changes to either XML, the DGE service must be restarted. On the system hosting the
DGE:

For Windows:
1. Use the Start menu to navigate to Traverse programs folder.
2. Click the Launch Travese Service Controller option.

3. Uncheck the Data Gathering Engine component
4. Check the Data Gathering Engine component to restart it.
H3 Traverse Service Controller o @ ==

. All {required) Traverse components appear to be
running properly

| Petformance and Event Database
| File synchronization Client

| WM Event Listener

v WMI Query Daemaon
MlData Gathering Engine
| Message Handler

| Flow Analysis Engine

Start all | Stop Al | Refresh |

For UNIX
* Run the following: <TRAVERSE_HOME>/etc/dge.init
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Using an Existing MySQL Database with a DGE

By default, the DGE database is set to MySQL, which is licensed and shipped with Traverse.

If you have a copy of MySQL already running on the host where the DGE component of Traverse will
be installed, it is strongly recommend that the bundled version of MySQL for the DGE database should
be used. This copy of MySQL has been tuned for optimal performance, and some of these settings
might not be compatible with your existing installation/databases. Also, the existing instance of MySQL
may be incompatible with the database drivers we are using. If there is already a copy of MySQL
installed on the Traverse host, you can run the MySQL bundled with Traverse on a different port to
avoid conflict.

Disk Space Requirements for DGE Aggregation

Note: A DGE Disk Space Requirements calculator is available from Kaseya Support
(https://helpdesk.kaseya.com/home).

The DGE database stores three main data types:

= Aggregated performance data

= Event data (threshold violations)

= Syslog and Trap text messages
Each aggregated data value is 30 bytes in size (including the size of its index). For the default
aggregation scheme:

5 minute samples for 1 day = 60/5*24 = 288 samples

15 minute samples for 7 days = 60/15*24*7 = 672 samples

60 minute samples for 90 days = 60/60*24*90 = 2160 samples

1 day samples for 3 years = 1*365*3 = 1095 samples

TOTAL size per test = (288+672+2160+1095) * 30 bytes = 126 KB per test
For 10,000 tests DGE database = 1.26GB

The database size for 10,000 tests, using some alternate aggregation schemes, are described in the
table below.

Database Size for Specific Aggregation Schemes

Aggregation Scheme DB Size for 10,000 Tests
5 min for 1 day, 15 min for 1 week, 1 hour for 3 months, 1 day for 3 years 1.3GB

5 min for 1 day, 15 min for 1 week, 1 hour for 1 month, 1 day for 2 years 0.75GB

5 min for 1 day, 15 min for 1 month, 1 hour for 3 months, 1 day for 2 years 1.8GB

5 min for 1 day, 15 min for 1 week, 1 hour for 6 months, 1 day for 2 years 1.9GB

5 min for 30 days, 30 min for 3 months, 2 hours for 6 months, 1 day for 3 years 4.8GB

Updating an Existing DGE
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1. Log in as superuser.

2. Navigate to Superuser > DGE Management > Update.

3. Enter the new Name, Host (IP address), Soft Limit or Hard Limit.
4. Click Update DGE.
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Configuring DGE Extensions

A DGE-extension is a light-weight component designed to extend the data collection of a DGE over a
network. The DGE-extension collects data, but does not store it locally. The collected data is
periodically transferred to an upstream DGE for aggregation and storage. Using a DGE-extension can
help to minimize data collection network traffic between subnets or different geographic locations
without installing additional DGEs.

Additionally, DGE-extensions initiate the connections to the BVE Provisioning Database and the DGE,
so they do not require a publicly accessible IP address. The data transfer to the DGE is done over an
SSL tunnel.

Traverse System Components Including DGE-extensions
The following figure shows how DGE-extensions fit into the Traverse system architecture.

User Interface,
Reporting

[ : . )= N
: ’ e 4 Distributed
= Data
LT = Warehouse
Secure 351
transmission
Data
DGE DGE DGE DGE ;
behind
e firewalls
Traps &Logs Servers  Metwork Applications

The steps to configure a DGE-extension are generally the same as for a regular DGE, but each
DGE-extension is tied to an upstream DGE for its data storage:

= First, configure the DGE-extension itself with a unique name (etc/dge. xml), just like with a DGE

= Then, log in to the Web Application as superuser and add the DGE-extension hame as a hew
DGE-extension.

Adding u DGE Extension

1. Log in to the Traverse Web Application as superuser.

2. Navigate to Superuser > DGE Mgmt > Create New DGE Extension.

3. In the Create DGE Extension form, configure the properties:
» Unique Name: The same unique name as configured on the DGE-extension host.
» Description: Provide some additional descriptive information.

» Upstream DGE: From the drop-menu menu, choose the real DGE that you want the
DGE-extension to send data to.

» Upstream DGE Fully Qualified Host Name / IP Address: Specify the IP address or hostname of the
upstream DGE. On a DGE behind a NAT address space, you must enter an IP address for
the DGE which is reachable by the DGE-extension. Do NOT enter localhost or 127.0.0.1 or
some internal unreachable IP address since the DGE-extension will try to connect to this IP
address.
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Note: By default, the configured address of the DGE is filled in. If the upstream DGE has
multiple IP addresses, set this field to an IP address that is reachable by the DGE-extension.

v' Soft Limit
v" Hard Limit

User Interface,
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DGE DGE DGE DGE ,
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T firewalls

Traps &Logs Servers Metwork Applications

4. Click Create DGE Extension.

The new DGE-extension appears under DGE Management, and it will be available as a location
option when users add devices.

Configuring the DGE Name
1. Install the DGE software on the new DGE-extension host and reboot the system.

2. On the DGE-extension host, edit <TRAVERSE_HOME >/etc/dge.xml to verify the unique name of
this DGE-extension. The install process will automatically set this for you, so you will only need to
edit this file if you are making name changes after installation.

3. Log in to the BVE as an end user and add devices and tests to the DGE.

Updating a DGE Extension

Modifying the Properties of a DGE-extension
1. Log in to the Traverse Web Application as superuser.
2. Navigate to Superuser > DGE Mgmt.
3. In the row for the DGE-extension that you want to modify, click Update.
4. After making your desired changes to the DGE-extension properties, click Update DGE Extension.

Deleting a DGE Extension

1. Log in to the Traverse Web Application as superuser.

2. Navigate to Superuser > DGE Mgmt.

3. In the row for the DGE-extension that you want to modify, click Delete.
4

. Click Delete DGE Extension if you are sure you want to permanently delete the extension, otherwise
you can click Cancel.
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Note: Deleting the DGE-extension also deletes all devices and tests and corresponding historical
data associated with it.

Note: If you replace a DGE-extension with a DGE, you will lose the historical data that is stored at
the upstream DGE. Please contact Kaseya Support (https://helpdesk.kaseya.com/home) if you want to do
this type of conversion.

Monitoring DGE Extensions

Adding the 'Time Since Result From DGE Extension' Test

Once a DGE-extension has been configured and is publishing results, a Time Since Result From DGE
Extension test must be provisioned on its upstream DGE to monitor if the DGE-extension is working.
This is setup as a “test' of the upstream DGE itself.

1. The DGE itself must be added as a device to Traverse to be monitored by Traverse, preferably
by another DGE if one exists.

2. Navigate to Administration > Devices and click on the Tests link of the upstream DGE.

3. Click on the Create New Standard Tests and select the last option Create new test by selecting specific
monitors.

4. Check the box after IMX and Add Tests.

5. Onthe next page, select an existing JMX monitoring instance if one exists for port 7692, else
create a new instance specifying 7692 for the port number and leaving all other fields blank.

6. From the Test Categories box, deselect all and scroll down to select only Traverse: [DGE] Time Since
Result From DGE Extension and click Continue.

7. On the next screen, provision all tests similar to Time Since Result From DGE Extension (name of
DGE-extension) for each DGE-extension that this device is an upstream DGE.

Increasing Data Spool Time Period of a DGE-extension

When an upstream DGE is not reachable, the DGE-extension automatically spools the monitored data
until a specified time. To change this value, edit etc\datacollector.xml on the system hosting the
DGE Extension and increase the timetolLive value which is specified in milliseconds.

Consult with Kaseya Support (https://helpdesk.kaseya.com/home) before increasing this value.
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Managing DGEs

DGE Locations and Management

You can manage DGEs and DGE-extensions through the Traverse Web Application by navigating to
Superuser > DGE Mgmt. From there, you can see a list of all of your locations and DGEs, as well as
license information. The number of devices and tests for all DGEs and DGE-extensions are shown and
automatically added so you can see the total number of provisioned devices and tests.

DGE LocaTIONS AND MANAGEMENT

Select an operation for a DGE location and management below or use the link to create a new location and dge
Create New Location

Create New DGE

DGE ExTeEnsion MANAGEMENT

Create New DGE Extension

DGE LocaTions
NAME DGE COUNT STREET CITY STATE COMMENTS MODIFY

Default Location 1 Update Delete

DGE MANAGEMENT

NAME HOST LOCATION DEVICE COUNT TEST COUNT SOFT/HARD LIMIT MODIFY
dge-1 127.0.0.1 Default Location 9 408 35000 / 50000 Update Delete
dge-gx1 TSR 1 2 15000 / 20000 Update Delete
extension
Total for DGE 10 408
Grand Total 10 408
License PARAMETERS
Number of DGES DGE Ext. Ping Devices Simple Devices Standard Devices Total Devices Total Tests
16 16 unlimited unlimited

Monitoring DGE Operation and Capacity

The components of Traverse, including DGEs and DGE extensions, can be easily monitored and their
status checked from the Superuser > Health screen.

.
<
kaseya TRAVERSE

Logged in: superuser | LOGOUT  ABOUT | USER GUIDE | Classicur | @0 B

fat has registered with the BVE is provided below. If a DGE fails to send periodic heartbeat, email notification will be sent to: (email not configured)

summary ofall componen
Modify Global DGE Gonfiguration

COMPONENT STATUS 11713 3:04:56 P POT £3
1P Address Sarver Name (DGE 1D) Installed Version | Time Offsst Components Observed Last Heartbeat Config Rev # | Action Remarl
192.168.100.51 smeszgel (dge-1) 5.6.092-Linux 00:00  BVE FlaxaPI Server @ 1.1 17 03:04:54 PM POT Se5/ 585 &
Correlation And Summary Engine @ 11117 03:04:11 PM POT
Message Handler @ 1u1 17 03104106 PM POT
web Application @ 541 17 03103124 P POT
Remote Distribution Sarver @ 11 17 03:03:17 PM POT Remote updster has successfully changad vars

Data Gathering E @ 101 17 03:03:00 M POT

Service Level Assurance Manager @ vay 21 11:32:32 am POT
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This page presents you with a list of the running components observed, their state, and the last
date/time that the component provided a heartbeat. Additionally, the configuration revision of the local
configuration files, and any remarks are presented. In the action column, you may choose to remove
the server and all of its components from the health screen, or to reload the configuration files.

F/17113 3:04:56 PM PDT 4.4

Config Rev # Action Remar|
565 / 565 i
Reload Config Files

Remove This Entry

Remote updater has successfully changed vers

Removal of the entry clears all components for the server. Once a server has checked back in, the
entry reappears, with the most current status on the health screen. From this screen, you may also
setup notifications for DGE or DGE extensions that have stopped reporting in. First, choose the Modify
Global DGE Configuration link, from the Component Status (or Health) page.

.
ol
kaseya TRAVERSE

superuser | LOGOUT  ABOUT | USER GUIDE | Classic U1 | @0 Bl

DGE MGMT  HEALTH  ADMIN CLASS  USER CLASS  GLOBAL CONFIG Logged in:

COMPONENT STATUS
Symma gmponenis ihat has registered with the BVE is provided below. If 3 DGE fails to send periodic heartbeat, email notification will be sent to: (email not configured:

COMPONENT STATUS THTI3 3:04:56 P POT 55
1P Addrass Server Name (DGE 1) Installed Version | Time Offset Components Obsarved Last Heartbeat Config Rev # | Action Remarl

192.168.100.51 smezgol (doe-1) 5.6.092-Linux 00:00  BVE FlexAPI Server @ 111 17 03:04:54 M POT 565/ 565 @

Carrelation And Summary Engine @ 501 17 03104111 P POT

Massage Handler @ 141 17 03:04:06 P POT

Web Application @ 101 17 03103524 P POT

Remote Distribution Server @ 11 17 03:02:17 PM POT Remote updater has successfully changed vers

Data Gathering Engine @ 541 17 03103100 P POT

Service Level Assurance Manager @ vy 21 11:32:32 AM DT

On this page, you can specify an email recipient to send alerts to in the event of a DGE or DGE
extension going offline. This field is empty by default, thus sending no messages in the event of a
downed DGE or DGE extension.

-
o T
= RAVERSE
STATUS | DASHBOARD | COMFIGMGMT | REPORTS | ADMINISTRATION | SUPERUSER Kaseya DATACENTER o
DGEMGMT  HEALTH ADMIN CLASS  USER CLASS  GLOBAL CONFIG Logged in: superuser | LOGOUT  ABOUT | USER GUIDE | Classic Ul | @9 B
DGE Settings [7)
Suspend Test Execution For Offline Devices:
Thread Pool Size For Script Monitor: 10
Strict 0ID Grouping:
No Flap
Flap Prevention Wait Cycles:
lap Prevention Wait Cycles -
Allow Alarm Through Email
Web Server Public URL (for alarm acknowledgment hitp://192.168.100.51:8080/
Send Alert Notification for Offline DGE/DGE Extension (leave empty to disable): traverse-admins@yourcompany.com -

Apply | Cancel

In addition to the user interface elements provided for monitoring the DGE, the DGE component itself
keeps track of different types of monitors that are running, the number of objects processed and the
number of items in various queues waiting to be processed.

Monitoring the Status of the DGE Using Telnet

You can telnet into the DGE component. Use port 7655, the default, or the port you have configured on
the server.
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% telnet my_dge 7655
Trying n.n.n.n...open
Connected to my_dge
Escape character is '~]'.
Traverse device monitor
password: *x***
<<welcome>>

Once logged in, you can use the status command to view the health of each monitor, as well as the
number of times they have performed a health check of configured elements.

controller> status

<<begin>>

Monitor[sql] - com.fidelia.emerald.monitor.SqlQueryMonitor
Number of passes: @

Work Units processed: ©

Thread Status: alive

Monitor[radius] - com.fidelia.emerald.monitor.RadiusMonitor
Number of passes: 993

Work Units processed: 993

Thread Status: alive

Monitor[ldap] - com.fidelia.emerald.monitor.LdapMonitor
Number of passes: @

Work Units processed: ©

Thread Status: alive

[additional status lines removed]

<<end>>

On a healthy DGE, Thread Status for all the monitors should indicate alive and the number of passes and
number of work units processed should be increasing, provided there are one or more tests of that
particular type configured (and not suspended) in the system.

The DGE status server also provides important information regarding capacity planning. The Schedule
Queue section of the status command output indicates how many tests are waiting to be performed:

MonitorServer
Schedule Queue [Monitor[sql]] Size: ©
Schedule Queue [Monitor[ldap]] Size: ©
Schedule Queue [Monitor[radius]] Size: ©
Schedule Queue [Monitor[port]] Size: ©
Schedule Queue [Monitor[ntp]] Size: ©
Schedule Queue [Monitor[poet]] Size: ©
Schedule Queue [Monitor[ping]] Size: ©
Schedule Queue [Monitor[snmp]] Size: 2
Schedule Queue [Monitor[dns]] Size: @
Schedule Queue [Monitor[external]] Size: ©
Result Queue Size: ©
Aggregation Writer Queue Size: ©
Result Writer Queue Size: ©
Event Writer Queue Size: ©
In the event of a network outage, the size of different queues may grow to a large number depending
on the network topology and reachability of each device. Once the outage has been resolved, the
gueues should start to decrease. However, if under normal operating conditions the queue continues
to grow, it would indicate that new tests are being added to the queue before existing tests can be
performed, and your DGE capacity has been exceeded. At this point you need to one of the following:
= Add another DGE at the same location.
= Move some tests/devices to a different DGE, either at same location or a different location.
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Reduce the frequency of the tests or suspend some tests until capacity on the DGE can be
increased.

Once completed, you can use the quit command to log out of the DGE status server.

controller> quit
<<bye>>
Connection closed by foreign host.

DGE Global Configuration

There are a few global DGE settings that you can change by navigating to Superuser > Global Config
> Data Gathering Engine.

Suspend Test Execution For Offline Devices

Thread Pool Size For Script Monitor

Select OID Grouping - Ensures that all SNMP tests for the same device are scheduled together and
therefore placed in the same batch. This can be useful for special cases, but this option should
not be enabled unless a thorough analysis of your environment has been performed.

STATUS DASHEOARD ‘CONFIG MGMT REPORTS ADMINISTRATION SUPERUSER

DGE MGMT

HEALTH ADMIN CLASS USER CLASS GLOBAL CONFIG

DGE Settings

Suspend Test Execution For Offline Devices:
Thread Pool Size For Script Monitor: 15
Strict 0ID Grouping: |

Flap Prevention Wait Cycles: Mo Flap Frevention %

Flap Prevention - Normally when a test or device going into warning or critical state, this state is
shown immediately on the display. You can set the notification to be done immediately or after a
few polling cycles. You can set the display state to be transient, instead of immediately displaying
Warning or Critical to prevent flapping tests from displaying on the screen. This can be done on a
global "per DGE" basis, or on a per device or per test basis. The global setting for each DGE is
configured on this page, and you can override this for each device or test on the configuration
page for each device or test also.

A sample use case is to set the global default to be 2 polling cycles, and then for all the critical
devices and tests, set the Flap Prevention value to O so that they show up on the screen right away.
Note that this is only a display parameter, and does not impact reports and actions.
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DGE Audit Report

You can get a report on the devices and tests provisioned on a DGE by navigating to Superuser > DGE
Mgmt and clicking on the DGE name. This report shows the number of each type of device and the
number of tests on the DGE.

DGE AuDIT REPORT
DGE Mame: dge-1

DEVICE TYPE DEVICE

Firgwall Appliance 0
IP Router 1
Linux/Other Unix

Load Balancer/SLB 0
Other/Unknown 1
Printer 0
Proxy Server 0
Storage 0
Switch/Hub 1
VPN Concentrator 0
Windows 2
Wireless Access Point 0
Total 9
TEST TYPE ACTIVE TEST SUSPENDED TEST TOTAL

Composite Performance Metrics Monitor

o 0 0 0
(composite)

WEB Transaction (deepweb) 0 0 o

DHCP Lease/Avaiabiity (dhcp) 0 0 o
Domain Name Resoclution (dns) 0 0

Upgrading DGE Hardware

As the load on a DGE increases, it may be necessary to perform upgrades to the capacity of the
hardware to increase the physical limits of the machine. If the upgrade involves addition of
resources—memory, disk space, etc.—to the same machine, no special steps need to be performed.
However, if the physical server is being upgraded for any reason, then the following steps need to be
performed. Refer to the section on database backup/restoration for additional details.

Moving a DGE to a New Host
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1. Install Traverse on the new host, making sure to use the same DGE name as the old one when
asked during the install. Otherwise you will need to edit <TRAVERSE_HOME>/dge.xml and
configure the DGE name there.

2. Ifthe new host will have a different IP address, then you also need to log in to the Web Application
as superuser, navigate to Superuser > DGE Management, and change the IP address of the
relevant DGE.

3. Copy the following directories and files in their entirety from the old host to the new host:

database/

plugin/
etc/licenseKey.xml
etc/dge.xml
etc/emerald.xml

4. Restart the new DGE.
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Filtering Traverse Pages

&

In some Traverse pages, you can click on the icon to open the Filter Field.

e e

Enter text or a regular expression in the Search box and click Apply Filter to find/filter items on Traverse
pages.

You can enable or disable the filter by clicking the Apply Filter / Clear Filter link in Traverse pages.

Some Traverse pages have a Filter Field that displays as shown below.

(e paget of1(en) (2

Adva ch

Enter text or a regular expression in the Search box and click the Search button to find/filter items on
Traverse pages. Use the Sort By drop-down menu to sort pages by fields such as name, device type,
device address, etc.

Note: In Traverse administration pages, pagination is disabled when you search for items such as devices
and tests. To restore pagination, clear the search fields.

Advanced Search
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Click the Advanced Search link to search for items based on the following criteria:

Device Active Status Test Type

Time In State

Device Address Warming Threshold

Device Comment
Device Model
Device Name
Device Status

e Action Profile e Device Tag 1
e Container Name o Device Tag 2
e Critical Threshold e Device Tag 3
e Custom Attribute #1 e Device Tag 4
e Device Tag 5
e Custom Attribute #2 e Device Type
o Discrete Threshold
e Custom Attribute #3 e Location
e Test Active Status
e Custom Attribute #4 e Test Category/Subtype
e Test Interval
e Custom Attribute #5 e Test Name
» DGE e Test Schedule
¢ Department e Test Status
b .
[ ]
[ ]
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Search Criteria Summary | Remove &
Select [Test Interval v Test Interval | Edit | Remave
Parameter 3 sec

Set Wallels) 3

Select a parameter from the drop-down listte assign a suitable
value and click on "Add" to include it in the search criteria, Click
on "Edit" on the right panel to rmodify the value for 2 parameter or
"Rerowve” ta exclude it Once all search parameters have baen
selected, click on "Search" to enecute the query,

Search

When you select a search parameter from the Select Parameter drop-down menu, you can further
specify search criteria. Click Add to save the search criteria for future use on other Traverse pages.
Click Apply to begin the search.

Use the Edit and Remove links to edit or remove saved searches.

When Traverse applies a regular or advanced search filter to a page, a grey box appears behind the
search icon.

Wild Card Searches

For search terms that allow you to enter text, you can enter an asterisk (*) to perform wildcard
searches.

= npame* - Finds names that start with the name entered.

* *pame - Finds names that end with the named entered.

»= *pame* - Finds names that contain the name entered.

Perl5 Regular Expressions

For search terms that allow you to enter text, you can use a Perl5 regular expression. For Perl5 regular
expressions, the entered text is used for a literal pattern match, instead of a sub-string match, so if you
enter a partial device name, the perl5 regular expression will return no match. In order to display
filtered results, you need to enter Perl5 compatible patterns. For example:

Pattern Result

*switch.* All devices with the word switch in the name

"bos-.* All devices that have names that begin with bos-

~router.*\d+$ All devices with name starting with router and ending with a number
CPU.* All test names that start with the word CPU

Show Page URL

You can obtain the URL of Traverse pages by clicking on the anchor icon in the top right-hand corner
of each page. The URL displays in the bottom left hand corner of the browser window.

Logged int zyron | LOGO ABOUT | USER GUIDE ||00[E]
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Network Health Indicator

The Network Health Indicator bar provides an instant summary of the status of all devices and events in
Traverse. The device and event count (message as well as threshold violation) is displayed according
to severity different severity. When you click the €l icon, located on the far right of the menu bar, you
enable a constant view of network health while using Traverse.

kess: TRAVERSE

S SLA  EVENTS  PANORAMA  MAPS L

STATUS

v - A 3]s I

= The information in the Network Health Indicator updates at intervals you define in the Administration
> Preferences page. You can update this information at any time by clicking the refresh icon in any
summary page.

= |If the count of devices or events in any health indicator box changes, it is highlighted by a
thickening of the border that surrounds the indicator box. The indicator box returns to normal after
you click on the box or the count remains unchanged at next refresh interval.

= Click on any of the colored health indicator boxes to view related information about the device or
event. For example, clicking on the BBl icon navigates you to the Devices Status Summary page
where only these (critical) devices are displayed.

= Click the Ly icon to detach the Network Health Indicator panel from the browser window. This
allows you to continue viewing network health while performing other Traverse tasks.

= Close the panel to re-attach the Network Health Indicator panel to the main Traverse browser
window

Audible Alerts

Audible alerts allow you to be instantly notified of new events while using the Traverse web
application. Enabling this type of alert is an efficient way to be informed about changes in your
environment without having to navigate through summary pages and the Event Manager console to
identify new events based on date and time. Enable audible alerts using the Administration >
Preferences page.

Note: Audible alerts require that you have the Adobe Flash Player plug-in installed on your browser.

Traverse executes an audible (sound) alert to indicate any change on summary pages or Event Manager
console, for example, when a device changes from a state of "warning" to “critical". As the content on
these pages periodically refreshes, based on settings in your user preferences, the Traverse checks
for status changes in any of the items changed, including items added or removed from Traverse.

Display filters and search criteria affect audible alerts. The alerts only occur when there is a status
change in content you are currently viewing.

To mute an alert, click on the sound icon in the upper-right corner of the web application.

Logged in: superuser | LOGOUT — ABGUT | USER GUIDE | o-oEI

Page 1 of 1 O ¥k

Administrative Reports
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Traverse provides report templates for analyzing systems usage and performance. The reports are
designed to provide a summary view of all the departments assigned to you as an administrator. The
currently available reports detail department/device health, event history for departments/devices/tests
in a drill down fashion, and audit department and user activity. The admin-class to which you are
assigned adheres to the privileges matrix and provides the filter for which user-classes you will see on
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your reports. Consequently, if you are managing a single department, you may have full access to the
department information, but will not be able to see another department's reports and vice versa. This
restriction can be modified by the enterprise's superuser to fit your needs.

results.

Note: The WARNING or CRITICAL events used to generate administrative reports are based on admin
thresholds, which are thresholds established by an administrator for each combination of test type and
user-class. (See Setting Admin Action Profiles (page 132) for more details.) End users who run similar reports
see reporting results based on WARNING and CRITICAL thresholds that they have established
themselves on a per test basis, either by accepting default test thresholds or by specifying threshold
values. Thus, reports based on WARNING or CRITICAL severities may show different results,
depending on whether they are generated by an administrator or an end user. Because SLA thresholds
are the same for both administrators and end users, reports based on SLA severities display the same

Account Preferences

Update your personal information, preferences, or password.
1. Navigate to Administration > Preferences.
2. Modify account preferences as required in the Update User page.
3. Click Update User to save your changes.

Note: Some fields in the Update User page only display if you are logged in as a superuser.

Field

First Name
Email

Last Name
Phone
Time Zone
Role

New Password / Confirm
Password

Locale

Only Show Devices In
Following State(s) When
Filter Is On

Maximum Summary Page
ltems

Maximum Messages To
Display

Summary Screen Refresh
Interval

Highlight Recent events

Description

(Read Only) The first name of the user.

Enter the email address.

(Read Only) The last name of the user.

The phone of the user.

Specify the time zone in which you primarily access Traverse.
(Read Only) The role of the user.

Updates the password for the currently logged in user.

Specify the language to use during Traverse sessions.

Specify the severity at which devices, services and tests display on summary pages.
For example, if you select OK, any device that has all tests in the OK state (thereby
causing the device summary to be OK) display in the device summary pages.

The same applies to department (for administrator logins) and test summary pages. If
you only want devices and tests to display on summary pages when a CRITICAL
problem occurs, uncheck all states other than CRITICAL and click Update User.

You can disable the filter in summary pages by selecting Tum Filter Off.

Specify the number of lines (per page) to display in the Summary Page. Set this to a
value that is less than 200, or your browser will require a long period of time to display
the output.

Specify the number of lines (per page) to display in the Event Manager window.
Use the drop-down menu to specify the interval at which the Summary Page

automatically refreshes.
Select this option to highlight recent events in Traverse "classic Ul" summary pages.
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64

Event Manager Should
Show

Audible Alert

Default State of Display
Filter

Hide Navigation Menus
Upon Login, Forward To
This Page

If Other, Please Specify

User Limits

Select Message Events to enable the Event Manager to display all message events.
Select Test Results to enable the Event Manager to display all test results.

Use the drop-down menu to specify an audible alert that activates when there are
changes in the summary pages or the Event Manager console. Click Review to hear the
alert. See Audible Alerts (page 62) for more information.

Enable or Disable the default state of the Display Filter.

Useful for read-only users, this will not show any navigation menus and only display
the first page after login.

Specify the first page that displays after you log in to Traverse. Select a page in the
drop-down menu.

If Other(specify URL) is selected in the Upon Login, Forward To This Page field, then
specify the URL to display after login.

(Read Only) User Limits are inherited from the user's user class. Contact your
administrator to change these settings.

Administrators can specify the following additional fields for users:

Field

Phone (evening)
Mobile Phone
Pager
Comment

Description

Enter the phone number.

Enter the mobile/cellular phone number.
Enter the pager number.

Enter any additional contact information.
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Overview

Traverse provides the real-time status of devices and tests as well as periodic trends for each test.
Select Status > Devices to see any current failures and performance losses instantly on the Device
Summary page. Click any device shown on the Device Summary page to drill into the test details of any
monitored device, a 24 hour graphical snapshot of performance and event history, and test results for
the last 30 days.

Traverse Terms

Traverse monitors the availability and performance of your network and application systems, and their
underlying components. These systems and components may be routers, switches, servers,
databases, networks, or applications.

A test is the measure of device functioning. Tests are used to monitor your devices. Traverse reports
the status of each test. The status of a test is shown as icon in the Status > Devices > Test Summary
panel and corresponds to the following types of states: ok, warning, critical, unknown, unreachable,
suspended, or not configured. A device inherits its status from the worst current status of any of its
tests.

Traverse uses boundaries called thresholds to determine a test's status. A threshold violation occurs
whenever a test result crosses a threshold.

An action is an activity that is automatically triggered by a threshold violation. Actions can be designed
to take place immediately when a single violation occurs or after the same violation occurs repeatedly.
For instance, an email notification can be sent whenever a test crosses the warning threshold, or it can
be sent after a test has crossed the warning threshold five consecutive times.

Traverse Status Values

66

The terms Status, State, and Severity are used interchangebly to indicate the current status of a test,
device or container. Typical states include OK, WARNING, and CRITICAL. The status of a lower-level
object, such as test can set the status of higher level object, such as a device or container. Status
display changes and notifications are based on transitions between states.

The following figure displays the Traverse icons used to display device and test status. Usually clicking
the status icons on the screen displays more information about the status.

D o 9 @ 2 v o 9
okay warning critical unknown help unreachable suspended notconfigured transient
Icon Description
OK The test was within configured thresholds.
WARNING The test violated the Warning threshold
CRITICAL The test violated the Critical threshold, or alternately it Failed to perform for some
reason. See the description for FAIL below.
TRANSIENT Test status is TRANSIENT if the test's status has changed, but the flap prevention

threshold has not been crossed. (The flap prevention threshold is described in
Creating a New Device and can be set globally, per device or per test). For example,
if you configure a test so that no action is taken until the result has been CRITICAL
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for three test cycles, test status changes to TRANSIENT after the first CRITICAL
result is returned. It remains TRANSIENT until either the problem is resolved, in
which case test status changes to a lower severity, or the third CRITICAL result is
returned, after which test status is CRITICAL and appropriate action is taken.

UNKNOWN The test status can be UNKNOWN for one of several reasons: see the expanded

description below. This can be monitor dependent. These tests have a value of -1.

UNREACHABLE A testis in this state if all the “parent’ devices are down and the downstream device

FAIL

is unreachable based on the topology. These tests are stored with a value of -3. This
state is useful to prevent alarm floods when a parent device goes down in a network.

The device was reached but the test failed to be performed. An example is when a
POP3 port test is performed and the supplied login/password combination fails. This
is monitor dependent. These tests are represented by the CRITICAL icon. These
tests have a special value of -2.

SUSPENDED The test is disabled. Disabling tests allows you to perform maintenance tasks on a

device without receiving alerts while the device is offline. Once a device is
suspended, the polling and data collection for all the tests on the device is
suspended and thus any associated actions to the tests will not generate
notifications (see SUPPRESSED). These tests are stored with a value of -4.

SUPPRESSED The test is not displayed at its actual severity level, and its status does not affect the

status of the associated device or container. When the test changes state, the
suppressed flag is automatically cleared. See Suppressing Tests (page 199).

NOTCONFIGURED If there are no tests configured for a device in that category.

Test status can be UNKNOWN for one of several reasons:

When a new test is created, provisioning adds the test to a queue until the provisioning is
complete. During this time the web application shows the test in an UNKNOWN state.

Some tests do a rate calculation ([resultl - result2] / time_elapsed between_tests),
which requires two polled results. For example, most network interface tests (Traffic In/Out, Util
In/Out) are in this category. Until the second result is polled, these tests show an UNKNOWN
state. If atest is configured for a five-minute polling interval, it remains in an UNKNOWN state for
approximately ten minutes, until two results are received and the rate is calculated.

If the flap-prevention feature is enabled, any test that is in the process of changing its state will
show a TRANSIENT state for the configured cycles. For example, if flap-prevention cycle is
configured to be 2, and a ping test is configured for a 3 minute interval, when the ping test
switches from OK to WARNING, until the test remains in the new state for 2 additional cycles (6
min), the test will be shown in TRANSIENT state.

Ifa Traverse process is not running, newly added tests will not return any results and the tests will
show an UNKNOWN state. When you drill down into devices with older tests, they will show
values under TEST TIME and DURATION columns in a light blue color, indicating outdated
results.

If a device is not reachable (e.g., it's been turned off or there are network problems, etc.), tests for
that device appear in an UNKNOWN state, indicating that no polled value could be retrieved.

In the case of SNMP tests, if the OID is no longer valid (for example, if the Index has changed),
the test appears in an UNKNOWN state, indicating that no polled value could be retrieved.

Test Timeouts

If a standard test does not return a result within a certain timeout interval, test status is FAILED. There
are three types of timeouts:

Fixed - The timeout value is always the same (for example, 10 seconds).

Dynamic - The timeout value changes depending on some user-configured value (for example,
threshold + 5 seconds).

Static - The value is specified in a configuration file and does not frequently change.
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Monitor Type
ICMP ping
SNMP

TCP-based (HTTP, SMTP,
POP3, etc.)

UDP-based (DNS,
RADIUS, NTP, etc.)

Script-based plugin
monitors

Script-based plugin actions

Timeout Type
fixed
fixed

dynamic

dynamic

fixed

static

Timeout Interval Comments
10 seconds
11 seconds Traverse retries 3 times within

this period

Largest configured threshold
(End-user, Admin, or SLA) + 5
seconds

Largest configured threshold
(End-user, Admin, or SLA) + 3
seconds. (If all thresholds are 0,
timeout is 5 seconds.)

60 seconds

Applicable when
waitForTerminate property is
enabled in the configuration
file

Value specified in configuration
file, or 60 seconds if none
specified

Container Summary Status View

Devices and tests can be grouped together by logical objects Traverse calls "containers". Containers
can be nested inside of each other, forming hierarchies of containers. Containers typically group
objects belonging to the same business, network or set of services, but the choice of what a container

"contains" is entirely up to you.

The Container Summary view (Status > Containers) displays a consolidated hierarchy of all nested
containers your username is authorized to see. The status of a container is the worst of any of its
components. Therefore, if any test, device or nested container within a container becomes "critical”,
the top level container also becomes “critical".

68



Real-time Status Monitoring

In addition to viewing the real-time status of service containers, you can generate reports on containers
from the Reports (page 261) tab.

& = 2.
Kaseya TRAMERSE =
CONTAINERS DEVICES SLA EVENTS PANORAMA  MAPS Logged in: kadmin | LOGOUT ABOUT | uSEr GuiDe | o0 B
Container Summary Won Nov 25 2013 12:33 P LS/Eastern |§|
Hierarchy |E| [® ALL Container: Devices By Categary Q show: [ @ ALL
2 @ Top Level Status Cortainer Mame Metwork  System  Application  Comment Health Histary ra
B @ EBranch Offices (v Front-End Web Cluster v ] v} o Cloud Hosted
ki Q Metwork Devices I (1] Q
@ San Antonio
© San Francisco (] Metwork Health (] ® @
(] Windows Servers (] (] (] Rule based co

@ Sunnyvale

=

@ Critical Business Services
& @ Devices By Category
€ Front-End Web Cluster
B @ Network Devices
@ All Routers
@ All Switches
@ Router and Firewall
€ Network Health
@ Windows Servers
& @ Sample Nested Container
& My Container
@ Sample Device Container
@ Sample Test Container
& Traffic by Location

Note: If you are using Internet Explorer, a warning message displays if the number of containers is
greater than (approximately) 1600. When prompted to abort the script, click No. The containers display
in 30 to 60 seconds.

Hierarchy Panel

Toggle the |i| / |;| buttons at the top of the hierarchy panel in the Container Summary status view to
expand or collapse all the containers you are authorized to access.
» A department user only sees containers created within his or her department. All department
users see the same set of containers.
= An administrator user can see all containers created within his or her admin group and all
department containers they are authorized to see.
= A member of the SuperUsers admin group, such as superuser, can see all containers in all
admin groups and all departments.
See Service Containers (http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#17422.htm) for more detailed
information about editing the list of containers shown in the Container Summary status view.

Right Hand Panel

Click any container in the hierarchy to display its contents in the right hand panel. The contents shown
depend on the type of containers selected.
= Selecting a Container of Child Containers - The panel on the right displays the status of each child
containers. All tests are assigned to one of three monitoring groups: Network, System, or
Application. Three additional columns help you quickly determine the status of these monitoring
groups for each container.
= Selecting a Container of Devices - The panel on the right displays the status of each device. Clicking
a device displays the Device <name> Status View for that device.
= Selecting a Container of Tests - The panel on the right displays a list of all tests included in that
container. Clicking a test displays the Test <name> Status View for that test.
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Container Display Filters

(e | == M options filter the list of containers by their state. This same filter is used in a similar
fashion on the Status > Devices view.
= @ - Displays containers in a critical state.

= User - Displays container states matching the filter preferences of the logged on user. Filter
preferences are set using the Administration > Preferences > Only Show Devices In Following State(s)
When Filter Is On settings.

= All - Displays containers in all filter states.

Department Status Summary View

Logon as superuser or any other administrator-level user you have created. To view the Status
Summary for all your departments, navigate to Status > Departments.

The Department Status Summary View is the administrative default view when the Status tab is selected.
There is one row for each department with monitored devices. Each row gives the department name
and an icon representing the worst test status for the department at the far right of the row.

If the department status for one group of tests is WARNING, at least one current test result for that test
category on the department is in WARNING range. Similarly, if the department status for one category
of tests is CRITICAL, at least one current test result for that category on the department is in CRITICAL
range. The worst test status of all tests in the category determines the icon displayed.

The icons are displayed from most to least severe in the following order:

= Critical (Most Severe)

= Warning

» Unreachable

= Unknown

= Ok

= Suspended

» Unconfigured (least severe)
Clicking a department displays the Device Summary status view for that department.
A sample Department Status Summary page is shown below.

“ -
Kaseya | RONERSE
CONTAINERS DEPARTMENTS DEVICES SLA EVENTS PANORAMA Logged in: superuser | LOGOUT | Gl
Department Status Summary Severity Fitter: On Page 1 of1 =) QL
11/25/13 10:45:26 AM PST
Status v Events  Department Devices Tests
Customer C
Customer D
@ Customer E
(%] Customer F I I ——

Device Summary Status View
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The Device Summary status view under the main Status tab displays all devices in all departments you
are authorized to see. Each row displayed gives the device name and an icon representing the worst
test status for the device.

If the device status for one group of tests is warning, at least one current test result for that test
category is in warning range. Similarly, if the device status for one category of tests is critical, at least
one current test result for that group is in critical range. The worst test status of all tests in the category
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determines the icon displayed. The rule for displaying the icons (from most to least severe) is:
= Critical (Most Severe)
= Warning
» Transient
» Unreachable
= Unknown
= Ok
» Suspended
» Unconfigured (least severe)
By default, devices and tests are sorted by their status first.
A sample Device Summary status view is shown below.
= A Filter by Device Type panel filters the list of devices displayed in the Devices panel.
= The Devices panel displays the status of all devices matching the filter. Additional columns include:
> Online - Identifies whether a device is online or not.
Events - Displays an icon if an event has occurred recently for that device.
Health History - Displays the most recent hourly status history of a device.
Comment - A description of the device.
Quick Links - Displays a drop-down list of additional links to managed the device.
v Edit Device Settings - Click to modify a device's settings.
SNMP MIB Browser - Click to launch the MIB browser (page 190) for the device.
Flow Analysis Console - Click to launch the Flow Analysis (page 205) console for the device.
Calculate Test Baseline - Click to create a test baseline for the device.
Additional Tools - Click to launch the Device Details and Troubleshooting Tools (page 72)
window.
» ~ - Click to modify a device's settings.
= The Device <name> panel is described in the Device <name> Status View (page 73) topic.
xascn TRAYERSE =

gad ini traverse | LOGOUT  ABOUT | USER GUIDE | S0 B ¢

>
>
>
>
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B T —————
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v "

ERE Y E I

NENNN] 38

gt
5d 1048
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P Address: 10103377

Note: Imported devices display with the prefix "imported" in the Name column.
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Device Display Filters

The [ @ | == ™ options filter the list of devices by their state. This same filter is used in a similar

fashion on the Status > Containers view.

= @ - Displays devices in a critical state.

= User - Displays device states matching the filter preferences of the logged on user. Filter
preferences are set using the Administration > Preferences > Only Show Devices In Following State(s)
When Filter Is On settings. You can also change the number of items displayed on each page in the

Maximum Summary Screen field.

= All - Displays devices in all filter states.

Device Comment Field

A user can enter a comment that will display on the Device Summary view. This could be used in any way
by the user to communicate device-specific information, such as to identify why a device is being
suspended or as general information on the current state of the device.

1. Navigate to Administration > Devices.
2. Click the Comments link for the device of interest and you will be taken to an Update Device page.
3. Add the comments and click Update Device to save changes. This can also be accomplished when

suspending a device.

4. Navigate to the Device Summary view and confirm that the comment appears for the device you

updated.

Device Details and Troubleshooting Tools Window

When you access the Device Summary status view, a Quick Links > Additional Tools option displays when
you hover over the row of a device. Click the Additional Tools option to display the Device Details and
Troubleshooting Tools window. You can also access this same window from the Test <name> Status View

(page 76).

Device Details for Cisco Meeting Place
IP Address 0 10.1.6.145
Device Type% : Windows

Device/0S Vendor
Device/0S ModelVersion

: Wicrosoft Corporation
: Windows 2000
Provigioned Location
Custom Attribute #1 : Voice
Custom Atiribute #2

Custom Atiribute #3

Custom Atiribute #4

Custom Atiribute #5

Troubleshooting Tools

. Default Location (localhost)

close window

Connect to Device Via
Connect to External Site

Test Connectivity

SNMP Agent Parameters

sysDescr0 :

gyslptime.0 :

: | telnet | ™| on port (23 go
: | — =elect location — ¥ go
;| ping hd go

queny
Hardware: x85 Family 15 Model 2 Stepping 9 A

91 days 10:51:56

sysContact.0 :

syshName.0 :

sysLocation.0

SJNMPLOZ

Troubleshooting Tools options include:

= Connect to Device Via - Select Telnet, HTTP, or HTTPS as the protocol to use to connect the device,
and then modify the port number if necessary. Click Go to connect to the device. This is done over

a secure tunnel using TCP port 7654.
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Connect to External Site - Use the drop-down menu to select the external site to which you want to
connect. Click Go to connect to the external site. This enables you to ensure the gateway is
operating properly.

Test Connectivity - Use the drop-down menu to select ping or traceroute to test the connectivity of
the device. Click Go to view the results below the Test Connectivity field.

SNMP Agent Parameters - Click Query to retrieve information about the SNMP agent.

MIB Browser - Click on this link to bring up a MIB browser in a new window which is an interactive
way to retrieve SNMP information on any SNMP enabled device. For more information on using
the MIB browser, see MIB browser (page 190).

Device <name> Status View

You can navigate to the Device <name> status view by clicking a device on the Devices Summary or
Container <name> status views. The Summary tab displays by default.

Summary tab
The Summary tab of the Device <name> status view includes the following:

Identifier - Identifies the name and IP address of the device.

Device Health - Shows the most significant "health" indicators for the device.

Device Configuration - Displays the primary configuration properties of the device.

Tests - Lists each test assigned to the device. Each row contains test status, test name, current
test value, the warning and critical thresholds, the time the last test was conducted, and the time
the test has remained in the current state.

Test Groups - Toggles the grouping of tests by the test group they belong to: Network, System, or
Application.

Top 5 Clients - The top 5 clients of the device.
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= Top 5 Applications - The top 5 applications running on this device.
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Correlation

The Correlation tab shows the status of each test for a device in hourly increments, for the last 24 hours.
You can use it spot correlations between multiple tests for the same device.

45' oS
STATUS DASHBOARD CONFIG MGHM EPORTS MINISTRATION TRAYEE’IQE - ...

AINE SLA NTS ANORAMA APS ogged in: kadmin | LOGOUT ABOUT | USER GUIDE

Device Summary =5 L) isco UCS Platform (10.10.12.91) Tue Nov 26 2013 1:34 PM US/Eastern 3

5 al Too
=

¥ Correlation Histogram Show:
ey T
s o . O O O
st O O

ot o st O

e o o o e oo o o et

Switch-4 Port-2/4 Packets Out
st s O

s e .« O
sys/chassis-1/blade-1 Available Memory
sys/chassis-Liblade-1 CPUL Temperature

sys/chassis-1/fan-module-1-1/fan- XSpeed

sys/chassis-1/fan-module-1-1/fan-2 Speed ....
sys/chassis-1/fan-module-1-2 Ambient Temperature ...-................

sys/chassis-1/fan-module-1-2/fan-1 Speed .........-....-...

sys/chassis-1/fan-module-1-2/fan-2 Speed .--..--...-...-...-..
sys/chassis-1/f: le-1-3 Ambient Temp .......-...

sys/chassis-1/fan-module-1-3/fan-1 Speed [

sys/chassis-1/fan-module-1-3/fan-2 Speed ...
sys/chassis-1/fan-module-1-4 Ambient Temperature ...-..

e

sys/chassis-1/fan-modue-1-4/fan-1 Speed ...

sysfchassis-1/fan-module-1-4/fan-2 Speed ....

SYS'ChESSIS 1/fal le-1-5 Ambient

sys/chassis-1/fan-module-1-7 Ambient Temperature

oo
sys/chassis-1/fan-module-1-7/fan-1 Speed | NI
sys/chassis-1/fan-module-1-7/fan-2 Speed ......-.

e o moert e S
et

sys/chassis-1/fan-module-1-8/fan-1 Speed ...

75



Real-time Status Monitoring

Recent Events tab

The Recent Events tab charts the occurrence of WARNING and CRITICAL events in the last 24 hours for
a device.
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Test <name> Status View

Click any test in the Tests panel to display the Chart tab of the Test <name> status view.

Chart tab

The Chart tab displays the status and raw data history of the test graphically using several different
panels. The main chart indicates OK, WARNING and CRITICAL thresholds in layers of green, yellow
and red. Note the following objects on this view tab:

= Identifier - Identifies the name of the device and the name of the test.

= Chart tab - The default tab of the Test <name> Status View (page 76). Provides a graphical view of the

status and most recent raw data returned by the test.
= Chart Options
» Compare a Test - Displays a comparison chart of the current test with one or more tests from
another device.
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» Display - Adds chart indicators for the minimum, maximum, trend line, and 95th percentile.
The average value is selected by default.
> Chart Settings - Sets the scales to linear or logarithmic. Also sets the refresh rate for the chart.
= Scale Controls
> Move, Zoom in, and Zoom Out - Click and drag the chart right or left. Use the zoom in and zoom
out buttons to scale the size of the chart.
» Date/Time Range Settings
v Most Recent Fixed Time Periods - Use the fixed time period buttons to set the "most
recent” date and time range for the chart.
v Custom Date Range - Use the calendar controls or slider control to the select a custom
start date and end date for the chart.

= Event Ratio - Shows the ratio returned data has been OK, WARNING, CRITICAL, or OTHER, for
the selected date/time range.

= Test Result Distribution - Shows the frequency test data occurred in a distribution of test value
ranges.
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Recent Events tab

The Recent Events tab charts the occurrence of WARNING and CRITICAL events in the last 24 hours for
a specific test.
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Raw Data tab

The Raw Data tab displays returned test data in a tabular view. You can use this view to save raw data to
a CSV file.
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Historical Graphs tab

The Historical Graphs tab provides charts of test data by week, month and year.
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Chapter 7

Users and Departments
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Users and Departments

Overview

Traverse users and departments are permission-based entities that comprise the Traverse security
model. Kaseya created this model to meet the needs of large-scale enterprises. The multi-tiered
administrative hierarchy allows enterprises and service providers to provide each group within the
organization or service model the access it needs, and no more.

Note: A simple security model configuration is provided for first time users of Traverse in the Traverse
Quick Start Guide
(http://help.kaseya.com/webhelp/EN/tv/9030000/EN_TraverseQuickStart_R93.pdf#zoom=70&navpanes=0).

Configuring Administration of Departments

The following procedure describes how administrative control of entire departments is configured.

Note: A later procedure, Configuring Administration of Privileges (page 85), describes how individual privileges
are configured.

Terms and Concepts

Three Types of Users
Traverse security is based on three types of users:

= Department Users - These users only have access to data in their own department. They cannot set
their own permissions.

= Admin Group Users - These administrators have access to data in one or more specified
departments. Admin group users manage the permissions of department users.

= SuperUsers - A built-in admin group of users that always have access to all data in all departments.
SuperUsers manage the permissions of other admin groups.

Four Types of Security Records

Admin group users are enabled as administrators of one or more departments by creating and linking
four types of security records. The arrows indicate the links you are required to make.

Admin Groups =* Admin Classes =* User Classes =* Departments

= The Administration > Departments page shows you a summary of your security configuration.
= For example, in the image below, each admin class is linked to multiple user classes:

» The users of MSP Group A have administrator access to two departments: Customer C and
Customer D.

» The users of MSP Group B have administrator access to two departments: Customer E and
Customer F.
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Users and Departments

IMPORTANT: The admin class to user class relationshijp determines which departments are
administered by which admin group.

Lo =
soumsnon |_sureusen Kastya T OMYGRSE =

DEPARTMENTS DEVICES CONTAINERS SLA ACTIONS DISCOVERY USER CLASS OTHER  PREFERENCES Logged in: superuser | LOGOUT  ABOUT | USER GUIDE | o0

ADMIN CLASS
9 # DEVICES

Plan Your Security Configuration

Planning your security configuration begins by answering the following questions:
= What are the departments you want to create?
= What are the admin groups you want to create to administrate those departments?
=  Which admin groups will administrate which departments?
=  Which administrative users will belong to each admin group?

Answering these questions will help you determine the number of admin classes and user classes you
will need to create.

/

Recommendation

Unless you have business reasons for not doing so, Kaseya recommends the following:

» A department should be created for each customer organization. You may need to create more
than one department for larger organizations.

= Service providers should be defined as administrative users. Administratrive users manage the
permissions of department users and typically administrate multiple departments.

Create and Map Admin Classes to User Classes
Start by creating and linking admin classes and user classes.

Admin Groups =+ Admin Classes =* User Classes —=* Departments

The creation and mapping of admin classes to selected user classes can only be done by a user in the
SuperUsers admin group. Typically, this is the default user called superuser.

Logon as superuser and navigate to the following pages to perform these tasks.
1. Superuser > User Class - Create the user classes you plan to use.
2. Superuser > Admin Class - Create the admin classes you plan to use.

3. Superuser > Admin Class > User Class Mapping - Click this link for each admin class you plan to
use.

You will need to map each admin class to at least one user class. You can link the same admin
class to multiple user classes if you wish.

» The User Class Privileges page displays, as shown in the image below. By default, all
privileges are ON.
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Note: If you're new to Traverse security configuration, Kaseya recommends you leave all
privileges ON and continue with your configuration. After you have reviewed Configuring
Administration of Privileges (page 85), you can return to this page to make any necessary changes.

» Click Update Privileges to complete the initial mapping.
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Create and Link Departments

Admin Groups =* Admin Classes =+ User Classes =¥ Departments

1. Navigate to the Administration > Departments page.
2. Click the Create New Department link to create a department.

» When you create a department, you are required to link the department to a single user
class.

» You are also required to enter a password. A user with the same name as the department
will be created for you, using the password you enter.

3. Repeat this step for each department you plan to use.

Create and Link Admin Groups

Admin Groups =* Admin Classes =* User Classes =* Departments

1. Navigate to the Administration > Departments page.
2. Click the Create New Admin Group link to create an admin group.

» When you create an admin group, you are required to link the admin group to a single admin
class.

» You are also required to enter a password. A user with the same name as the admin group
will be created for you, using the password you enter.

3. Repeat this step for each admin group you plan to use.

Verify Your Configuration

While logged on as superuser, navigate to the Administrator > Departments page and check your work.
Are you seeing your expected configuration?
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Admin Groups =* Admin Classes -* User Classes -* Departments

If not, review the links you have established for each of the four types of records.
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Configuring Administration of Privileges

User privileges are configured in two steps, using two different pages.
= SuperUsers set the privileges administrators are allowed to set for department users.
= Administrators set the privileges of department users.

Each step is described in detail below.

Note: These instructions assume you have already created the admin classes and user classes you require,
as described in Configuring Administration of Departments (page 82).

Note: Setting the role of a specific user to Read Only overrides the configuration of privileges described
in this section. See Setting User Roles (page 87) for more information.

Setting Administrator Privileges
In this step, a superuser sets the privileges administrators are allowed to set for department users.
1. Logon as superuser.
2. Navigate to the Superuser > Admin Class page.
3. Select an existing admin class.
4. Click the User Class Mappings link.

» The mapping of a specific admin class to a specific user class determines the privileges that
administrators in a linked admin group can set for that user class.

Admin Groups =* Admin Classes =* User Classes =* Departments

» Review the descriptions for Categories of Data Objects and Types of Privileges in this same
topic below for more information about the settings on this page.

» Administrative privileges are set for all admin group users linked to this same combination of
admin class and user class.

» It's possible to map multiple admin classes to multiple user classes. You can use this feature
to share or split administrative control of privileges for a selected user class.

» If you don’t have a reason to restrict administrator control of this combination of admin class
and user class, then leave everything turned ON.
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Note: If you want to experiment, turn all four privilege checkboxes OFF for a given category
of data object, such as Reports. In step 2, described below, you'll discover an administrator
using this mapping will not be able to set this same option when setting department user
privileges.

» Click the Update Privileges button to save your changes.
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Categories of Data Objects

Devices

Tests

Actions

Departments

Users

User Classes - Administrators cannot set options for the selected user class unless Read and Update
privileges for this data object is enabled. See Types of Privileges below.
Limits

Containers

Reports

Maps

Config Mgmt

Cloud

Types of Privileges

Create/Delete - Allows the creation and deletion of the selected type of data object.

Read - Unchecking Read for a particular type of data object, such as Devices has the effect of hiding
that type of data object entirely from the Traverse administrator’s view. This assumes a given
data object is in a department associated with the same admin class and user class.

Update - Allows the selected type of data object to be changed.

Suspend/Resume - Applies to processes associated with a selected type of data object. For
example, an administrator can grant users the privilege of suspending and resuming device
monitoring.

Setting Department User Privileges

In this step, administrators set the privileges of department users.
1. Logon as the user of an admin group you have created.
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» The admin group should be associated with an admin class mapped to a user class, as
described in Setting Administrator Privileges (page 85).

2. Navigate to the Administration > User Class page.
“ TRAVERSE
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3. Select the Privileges link for a specific user class. An Update User Class Privileges page displays.

» The access privileges you set will be applied to all department users who are in departments
linked to this user class.

» An administrator may not be authorized to set specific user class privileges on this page, as
described in Setting Administrator Privileges (page 85).

» Members of the SuperUsers group always have access to this same page for every user
class. They share administrator control of all user classes with any other admin group who
have access.

4. Click Update Privileges to save your changes.
& TRAVERSE
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Additional User Class Page Settings
The User Class page displays three other links along with the Privileges link.
= Default Threshold & Actions
= Admin Action Profiles
= User Class Actions

UPDATE SETTINGS FOR

Default Thresholds & Actions Privileges
Admin Action Profiles User Class Actions

You may wish to grant administrators the ability to use these links for a selected user class. When
mapping an admin class to user class, ensure Create/Delete, Read and Update privileges are checked for
Actions to enable administrator access to these three functions.

Setting User Roles

The Role option provides a quick, alternative way of setting Read-Only access, by individual user. It can
be applied to both department users and administrative users, except for members of the SuperUsers

group.
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Note: Setting Read-Only access using this method has precedence over the method described in Configuring
Administration of Privileges (page 85).

1. Logon as an admin group user or as superuser.
2. Navigate to either the Users link or Create User link on the Administration > Departments page.

3. Select one of two options from the Role drop-down list.
“Roe | Role [ ]

» Read-Only - Overrides any "write" privileges you have configured using the privileges pages.

» Read-Write - Does NOT override any "write" privileges you have configured using the
privileges page.

Advanced Security Configuration

Deleting a Department

Warning: Deleting a department permanently removes the department and all the end users associated
with that department from the database. In addition, any devices and tests created by that
department's end users are permanently deleted. Department deletions are not reversible. Kaseya
recommends that you suspend departments instead of deleting them.

1. Click the Administration tab.

2. On the Manage Departments page, find the row for the department you want to delete and click the
Delete link in the Modify column.

3. If you are certain that you want to delete this department, click Delete Department in the
confirmation dialogue that appears.

Moving a Device to Another Department

1. Navigate to Status > Devices.
2. On the Device Status Summary page, click and select the row for the device that you want to move

and click the edit icon (on the right corner) L7

3. On the Update Device page, select Move This Device To Another Department.

4. Select the Destination Department for the device, enter the Device Name in New Department, and then
click Next. (The destination department must be associated with the same user-class as the
original department.)

5. If you are certain that you want to move the device, click Move in the Move Device page.

All of the data and provisioning information for the device are moved to the destination
department.

Exporting a Device to Multiple Departments

1. Navigate to Status > Devices.
2. On the Device Status Summary page, select the row for the device that you want to export and click

the edit icon (on the right corner) K
3. On the Update Device page, select Export This Device (All Or Some Tests) To Another Department.
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4. Select the Destination Department for the device, enter the Device Name in New Department, and then
click Next. (The destination department must be associated with the same user-class as the
original department.)

5. Select those tests that you want to export with the device, and then click Export Device.

Also note that when a device and all tests are exported to another department, any new tests
created after the export are not automatically exported or visible to the target department.
@ Export This Device (All Or Some Tests) To Another Department

O Move This Device To Another Department

Select Destination Department for "Active Dirsctory™ Select Department »
* Device Name in New Department: Active Directory
[ Submit ] [ Reset ] [ Cancel ]

Provisioning information for the device and exported tests are available to the destination
department for viewing.

Suspending or Activating an Admin-Group

1. Click the Administration tab.

2. On the Manage Admin Groups/Departments page, find the row for the admin group you want to
suspend or activate and click Lock/Unlock. (If the admin group is currently active, the Lock link
displays. If the admin group is currently suspended, the Unlock link displays.)

3. To suspend an admin group, enter a reason for the suspension in the confirmation screen that
appears, and then click Suspend Admin Group. To activate an admin group, click Activate Admin
Group.

Representing Users

Traverse enables administrators to log in as if they were the end user they are supporting. This is
called representing an end user. An administrator who is representing an end user is logged into the
end user's department, with access to the department's devices, tests, etc., while still retaining
administrator privileges.

This is especially helpful when an end user has read-only capabilities and requests some type of
department modification. The administrator can log in as administrator, represent the end user, and
make any needed additions or modifications to devices, tests, actions, user profile or password.

Note: To make modifications to devices belonging to a department, you can directly go Yo Administration
> Departments and then clicking on Manage Devices for the end user department or on the Status screen, just
drill into a department and select a device and edit it without representing a user.

Kasegs TRAVERSE

DATACENTER -
ABOUT | USER GUIDE | @0 El 41

ADMINISTRATION

STATUS | DASHBOARD | CONFIGMGMT | REPORTS
: ] MERS

OTHER  PREFERENCES
MANAGE ADMIN GROUPS/ DEPARTMENTS

Select an operation far an admin groupidepartment below or use the link belov o create & new admin groupidepartment
Create New Admin Group

Create New Depariment

Gearch Users

ADMIN GROUP ADMIN CLASS STATE  MODIFY

Admin Users MSP Admins Enabled  Users Create User Update Delete Themes Lock
cynergyadinin Cynergy AC Enabled  Users Create User Update Delete Themes Lock
Superlsers Superlsers Ensbled  Users Creste Liser Undate Themes

Tier 1 Helprlesk Read Only Admine Enabled  Users Create User Lpdate Delete Themes Lock

DEPARTMENT USER CLASS # DEVICES STATE MODIFY

Neteligent Hosted Customer Demo 0 Lotked | cers Creste User Lindate Delele Manage Devices Themes Unlock
(Login Dissivled)

testing Testinglciass 5 Enabled  Users Creste User Lpdste Delste hianage Devices Themes Lock

weerter Corperate Network 5 Enabled  Users Creete User Update Delete Manage Devices Themes Lock

\dgetronics, s Demo Ciass & 2 Enablsd  Users Create User Upcate Delete Manage Devices Themes Lack

Zyrion, Ine. Carporste Network 53 Ensbled  Users Creste Liser Upuste Delete Manage Devices Themes Lock

1. Navigate to Superuser > Administration > Departments.
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2. You can either Search for a User, or click on the Users under Modify to display the list of users.

3. Find the user you want to update and click Represent in the Modify column. You are automatically
logged into that user's department. While you are representing the end user, you see the web

interface as the end user sees it.

4. Make additions or changes to the user department as needed. Click Logout on the secondary

navigation bar when you are finished.

out and log in again to re-initiate your administrator session.

Note: Do not use your browser's back button to return to the administrator interface. You must log

Changing the Ul Logo and Theme

90

UI.

Note:: This is a license parameter and only available if you have purchased the license for re-branding the

You can change the logo and the theme for OEM branding on a per department level by clicking on the
Themes hyperlink in the Administration > Departments menu for a department or an admin group.

&~ TRAVERSE

Kaseya DATACENTER =
ABOUT | USER GUIDE | oo Bl dn

ADMINISTRATION

STATUS | DASHBOARD | COHFIG MGMT

NER

REPORTS

Sl ACTIONS

DEPARTMENTS ~ DEVICES  COM DISCOVERY S ©OTHER  PREFERENCES

UppATE DEPARTMENT LOGO AND THEME
Apmin Users
Select or complete the fields bhelow. Click Update Department ta confirm.

Department Logo (30 x &8 pixels) | Custom ¥ Choose File | Noflle chosen
Product Lago (35 % 203 pixels} | Custam ¥ | | Choose File | Na file chasen
Color Theme: | Default ¥

Users of this department may aceess @ branded 10gin page 6t heep : / /alpha. Zyrion. som: 80/ legon. 3 5p?1d=7400Z5,
*fou mary also configure a custom URL (eg. hitp fidept! yourcompany com) for this department

Hote: You must select a unigue fuly qualfied domain name for each department thet utlizes this feature.
Please consult with your Iogal domein acministralor 1o ereste an alias (CMAME) for the selected name painting 1o this server.

Custom domain (optionaly bt d

| Undate Department | | Reset |

You can also define a custom URL for a department, so that the login page displays a different logo for

each department (or customer in the case of MSPs).



Chapter 8

Service Containers
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Overview
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Note: The Traverse Quick Start Guide
(http://help.kaseya.com/webhelp/EN/tv/9030000/EN_TraverseQuickStart_R93.pdf#zoom=70&navpanes=0) provides a
quick introduction to service containers.

The Status > Container page displays a hierarchy of objects called service containers. Service
containers enable you to create a logical, business-oriented view of a service being delivered to one or
more customers.

= Both administrators and department users can create and use service containers.

= Administrators can create and use service containers that span the multiple departments they
manage.

= Service containers can include both devices and tests. Service containers can also include only
tests. This allows a test service container to provide a view of devices by the tests they are
assigned.

» You can trigger actions based on the status of an entire service container, instead of the status of
individual devices. For example, an action could generate an uptime report or real-time status
report if any of the underlying components fail or cross any threshold.

* You optionally base a service level agreement (SLA) based on a service container. See SLA
Manager (page 214) for more information.

Note: Containers are different views of datathat a user or administrator self-selects to help manage the
services they deliver. Authorization to view and access that same data depends on the department and

user privileges assigned to the user.

Service container technology helps you answer questions such as the following:

= Why is my e-commerce service down? Is it because of a server, router, database or application
server?

= A server is down, but does it impact any critical service, and if so, which services are impacted?

= What was the cause of service downtime for the past month?

= Why are users complaining about slow performance (which component of the distributed service

is causing the slow performance)?

You can model your end-to-end services easily using a service container using some of the flexible
features such as:

= Creating a service container using rules.

» Nesting service containers.

» Creating "virtual devices" with selected tests from different devices.

= Having the same device in multiple containers.

= Setting the severity of containers based on rules.


http://help.kaseya.com/webhelp/EN/tv/9030000/EN_TraverseQuickStart_R93.pdf#zoom=70&navpanes=0
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Two Types of Service Containers

There are two types of service containers:

Test containers contain tests only. A real Traverse device has a collection of tests associated with
it. In contrast, a test container is a collection of tests that are logically related, but not associated
with a physical device. For example, you can create a test container that includes ping tests for all
devices on your network. This allows you to see at a glance which devices are unreachable
without looking at test results for individual devices. A test container cannot be the parent of
another container.

Note: A test container is sometimes referred to as a "virtual device".

Device containers can include real devices, test containers, and other device containers. This
enables device containers to be organized into a nested hierarchy of containers. For example,
you can create a device container called Payroll that comprises the web server, router, and back
end database used by the Payroll division. This allows you to quickly spot and troubleshoot
problems that affect the Payroll group's ability to provide service.

The following figure illustrates a device container that contains real devices, a test container (referred

toin

the image as a virtual device), and a nested device container.

Device Containers and Virtual Devices

real devices

router database

rrvmmmmnm’mn_—p.@ﬁm

ping testfor PC1  ping testfor PC2

ping test for database ping test for router

R
A

Virtual Device: Payroll_pin g_tests

Device

The PAYRULL device
container includes real
devices (router and
database), a Virtual

(Payroll_ping_tests), Device Container: Payroll_PCs

I |

)

desktop PC1  desktop PC2

7

e EDYFO“ PCs Device Container includes

Device Container: PAYROLL

Viewing Service Container Status

Traverse provides a number of built-in containers for the initial department Traverse creates. Use
these sample containers to familiarize yourself with views of data using service containers.

1.
2.

Navigate to Status > Containers to view a status summary for all containers.
Click on a container name to list its contents.

» If the selected container is a device container, the upper panel lists any child containers, if
they exist.

» Ifthe selected container is a test container, the upper panel lists just the test container. (Test
containers cannot have child containers.)

» If the selected container has devices or tests, a lower panel displays the devices or tests.

Drill down into the container hierarchy to reach a test container. Then click the Correlation Report
button at the top of the page to generate reports of Recent Events and Correlation.

Click on a test name to see its status page and access Long-Term History, Trend Analysis, and Raw
Data reports.
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Note: The options filters the hierarchy of containers in the left hand panel, and items
displayed in the right hand panel, by their status. Set state filter preferences for the User option using
the Administration > Preferences > Only Show Devices In Following State(s) When Filter Is On settings.

-
Kasoya ISA e

CONTAINERS ~ DEPARTMENTS DEVICES SLA EVENTS  PANORAMA  MAPS Loggedin: upéruser | LOGOUT  ABDUT | USER GUIDE | oo &

STATUS | DASHBOARD  CONFIGMGMT | REPORTS | ADMIMISTRATION | SUPERUSER

Container Summary Fri Oct 11 2013 516 PM America/Los_Angeles [g2]
Herarchy (3] [C@ (IRl Aw | Container Test Type Container Q show: (L@, ALL
20 TEF Level Status Container Name Department MNetwork  System  Application  Comment Health History i
8 © CoreInfrastructure ©  TestType Container  SuperUsers © ® ®

© All Windows Servers
B O Traverse Performance
@ Business Visibility Engine
B © Data Gathering Engine

Tests (56) T e | show: @ AL

& Database l\ctwlty Status Device Name Department Test Name Result WamyCrit Test Tima Duration /‘
© Monitor Activity [-] QA-AY-DOCHELP SuperUsers Round Trip Time 3ms 25041500 513 PM 0744 =
© Processing Backlog o QA-AV-DOCHELP Supertsers Packet Loss 0% £0/100 513 PM 07:44
L b ey o dev-av-win0d SuperUsers Packet Loss 0% 60/100 513 PM 2317
© Event Management - —
© Processing Engine Status [] dev-av-winod SuperUsers Round Trip Time 1ms 25041500 513 PM 2317
B ©Superlsers ] DEV-RCI-63TRUNK SuperUsers Round Trip Time 2ms 25011500 513 PM 2317
O Servers [] DEV-RC-63TRUNK SuperUsers \ Packet Loss 0% 607100 513 PM 2317
€ Test Type Container -] qa-win83201 Superlsers Round Trip Time 1ms 25071500 513 PM 2317
[] qa-wing3201 SuperUsers Packet Loss 0% 607100 513 PM 2317
] qa-winB32p01 SuperUsers Packet Loss 0% 60/100 513 PM 2317
[] qa-wing3zp0l SuperUsers Round Trip Time 1ms 25041500 513 PM 2317
] qa-win201204 SuperUsers Packet Loss 0% 60/100 513 PM 2317
[] qa-wing32p0s SuperUsers Round Trip Time 1ms 25041500 513 PM 2317
] WSUS2KBR2 SuperUsers Packet Loss 0% 60/100 513 PM 2317
[] WSUS2KBR2 SuperUsers Round Trip Time 1ms 25041500 513 PM 2317 L

Nesting Service Containers

You can nest service containers to build a logical hierarchy that suits your business requirements. For
example, you might have critical services for different departments within an organization, all contained
within a Critical Services container.
B @ Top Level
& @ Customer F
@ All Metwork Devices
@ All Routers
@ All Switches
& All Windows Servers
B © Traverse Performance
© Business Visibility Engine
B € Data Gathering Engine
© Database Activity
© Monitor Activity
€ Processing Backlog
B © Message Handler
) Event Management
€ Processing Engine Status
B @ MSP Group A
@ Support
& @ MSP Group B
@ High Bandwidth
B © SuperUsers
B @ Critical Services

0 Servers

Note the following when viewing or creating a hierarchy of service containers:

= Only device containers can contain other containers. So test containers can never have child
containers.
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= With device containers, you have to drill into a device to see tests, and even then the tests you
see are associated only with that selected device.

= With test containers, you immediately see selected tests for selected devices in a single, merged
list.

» The status of each child container is reported to its parent, all the way up the hierarchy to the top
level. By default, each parent container adopts the highest ranking severity status of any of its
devices, tests or child containers. (This can be modified; see Controlling the Severity of Containers

(page 98).)
» Critical (Most Severe)
Warning
Unreachable
Unknown
Ok
Suspended
» Unconfigured (least severe)

= Your view of the container hierarchy depends on your level of access. The image above shows an
example of what a superuser might see when viewing the Status > Containers page.

» A superuser sees all the containers created by the SuperUsers group, all the containers
created by any admin group, and all the containers created by any department user.

» An admin group user sees only the containers in his own admin group and any of the
departments he manages.

» A department user sees only the containers in his or her own department.

VV VY VYV

Creating a Device Service Container

1. Navigate to Administration > Containers > Create a Service Container.
» The page displays three panels.

» The left panel only displays service containers in the logged on user's admin group or
department.

v" Alogged on superuser only sees and creates containers in the SuperUsers admin
group.

v" Alogged on admin group user only sees and creates containers in his or her admin
group.

v" A logged on department user only sees and creates containers in his or her
department.

2. Enter a unique container name in the field at the top of the middle Container Configuration panel.
3. Select the Contains: Devices & Containers option.
4. Check or uncheck the Populated dynamically based on a rule checkbox.

» If unchecked, in the right hand panel, enter one or more search qualifiers to search for the
names of devices and containers.

v' Accepts regular expressions and property:value parameters. See Entering Search
Parameters (page 97).

v/ Add all found devices or containers to the service container by clicking the Apply
button.

v Your selection of devices and containers are static. It means devices and containers
included in the container won't change unless you return to this dialog and edit the
selection manually.
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» If unchecked, in the right hand panel, enter one or more rule qualifiers to identify devices and
containers.
v' Each field accepts regular expressions.

v' The rule qualifiers are applied dynamically. It means devices and containers that are
newly discovered or changed dynamically added or removed based on whether they
match the rule qualifiers.

v' Tag 1 through Tag 5 qualifiers enable you to identify devices using your own
customized labels. See Using Tags with Rule-based Containers (page 99) for more
information.

5. Click the Apply button to apply the rule qualifiers.

Note: See Controlling the Severity of Containers (page 98) for details about the Severity tab.

6. Click Save to save the service container.

< e ter
romsTraon | v Kasoya | RBMERSE =

DEPARTMENTS ~DEVICES CONTAINERS SLA ACTIONS DISCOVERY USER CLASS OTHER  PREFERENCES Logged in: superuer | LOGOUT  ABOUT | USER GUIDE | o0 [

m »

Creating a Test Service Container

1. Navigate to Administration > Containers > Create a Service Container.
» The page displays three panels.

» The left panel only displays service containers in the logged on user's admin group or
department.

v" A logged on superuser only sees and creates containers in the SuperUsers admin
group.

v" A'logged on admin group user only sees and creates containers in his or her admin
group.

v" Alogged on department user only sees and creates containers in his or her
department.

2. Enter a unique container name in the field at the top of the middle Container Configuration panel.
3. Select the Contains: Tests option.
4. Check or uncheck the Populated dynamically based on a rule checkbox.
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» If unchecked, in the right hand panel, enter one or more search qualifiers to search for the
names of tests.

» Search accepts regular expressions and property:value parameters. See Entering Search
Parameters (page 97).

» Add a specific test found for a specific device to the service container by clicking the + icon.

» Add all found tests to the service container by clicking the Apply button.

» Your selection of tests is static. It means specific tests for specific devices included in the
container won't change unless you return to this dialog and edit the selection manually.

5. If unchecked, in the right hand panel, enter one or more rule qualifiers to identify tests.

» Each field accepts regular expressions.

» The rule qualifiers are applied dynamically. It means tests that are added or removed from
devices are also dynamically added or removed from the test container, based on whether
they match the rule qualifiers.

» Tag 1 through Tag 5 qualifiers enable you to identify devices using your own customized
labels. See Using Tags with Rule-based Containers (page 99) for more information.

6. Click the Apply button to apply the rule qualifiers.

Note: See Controlling the Severity of Containers (page 98) for details about the Severity tab.

7. Click Save to save the service container.

% TRAVERSE =

sTaTUs | DathBoARD _COoNRG MGMT sDMmSTRATON |_sUPERUsER Kaseya | DuASermin =

DEPARTMENTS DEVICES CONTAIMERS SLA ACTIONS DISCOVERY USER CLASS OTHER  PREFERENCES Logged in: superuser | LOGOUT ~ ABOUT | USER GUIDE | o

Define Rule

Entering Search Parameters

Using Single Word Searches
By default, entering a a single string with no spaces, such as "xyz", in the search box returns a list of
devices and containers that contain that string in any of the following device properties:
= Name
= |P address
= Username

= Message
= Testname - applies to test container searches only. Also, containers are not returned for test
container searches.
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Using Multi-Word Searches
Entering two strings, separated by a space, such as xyz abc acts like an OR statement.

Using Regular Expressions

You can also use regular expressions to limit your search:
= win - Equivalent to the regular expression . *win.*
= win.* - Searches for "win" at the beginning of a property.
» _*win - Searches for "win" at the end of a property.
= *win.*prod.* - Searches for properties with the string "win" followed by any text, followed by

the string "prod" anywhere in the property.
Using Property:Value Parameters

You can also use property:value parameters to limit your search. The following property terms are
recognized by search.

* name, device, devicename

* ip, addr, ipaddr, deviceip

» test, testname

» type, testtype

= cont, conthame, container, containername

= event, eventtext, message

= user, userack

= acked, cleared

» sev, state, status, severity

= dept, department, account, acct, acc, dep
For example: entering testtype:ping searches for all devices that are assigned the ping test.
Each bullet lists alternate terms you can use to specify the same property. For example, any one of the
ip, addr, ipaddr, deviceip property terms can be used to specify an IP address.
Entering multiple property:value phrases, each separated by a space acts like an OR statement. For
example: name:Serverl message:down ip:192

Each value in a property:value parameter can use a regular expression.

Controlling the Severity of Containers

Assign Action Profile

The Severity tab enables you to assign an action profile to a service container. The action profile is
triggered when the service container changes to a specified severity status. See Action Profiles (page
122) for more information.

Severity Determined by
The severity status of a container can be one of four values:
= OK
=  Unknown
» Warning
= Critical.
The severity status is determined using one of the following methods:

= Devices or Test Severity - Setting the severity equal to the worst severity of any of the components in
a container. This is the default method.
Rule-based - Calculating the severity of the container. The rule is based on the percentage of
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devices or tests that have reached a selected severity value. Traverse requires that you specify
rules from "worst to best". Select the worst condition (Critical) in the first Device/Test severity
drop-down menu, followed by Warning in the second drop-down menu, and then OK in the last
drop-down menu. The rule-based approach is most useful for redundant or clustered devices,
such as behind a load balancer.

Severity Affected by Message Events
= Yes, Use SNMP Trap, Syslog, Windows Events - If checked, includes messages events when
calculating the percentage of devices or tests that have reached a selected severity value.
Container Configuration d

Genersl | Sewerity

Assigned Action Profile:

MNo Action i

Severity Affected By Message Events:

[ Yes. Use SN Tran, Sysiog. Windows Ewerts

Ratig Device / Container.
g 15t

S = N
= = Critical |~
Critical 7
S Aoy = i
75 [ Warning
Warning | ¥
~
v

= Unknown ¥

Unknown | ¥

Example
Assume an e-commerce service with a cluster of web servers in the front, connected via two redundant
routers to a remote location housing a database. Since containers support nesting, you can model the
above using multiple nested containers such as:
= a container of all your web servers with a rule-based severity.
= another container of the redundant networks paths between the front end web server farm and
the back end database.
» atop level container (call it eCommerce) which has the above two containers as well as the
backed database in it, with the default severity rule.

If any of the three components in the eCommerce container goes into a non-OK condition, the top level
eCommerce container will also change its state in real time.

Using Tags with Rule-based Containers

In addition to standard device properties (device name, model, etc.) Traverse provides five
customizable tags. You can use these tags to create rules for searching for, or populating, device
containers and test containers.

Example

A Traverse administrator wants to create device containers for devices in specific locations. She also
wants to create device containers for devices belonging to specific corporate groups. When she or
another user creates a device, they fill in the tag fields for the device, corresponding to state, city,
branch office, and corporate department properties. Tag field entry is free form, so care should be
taken among different users to tag devices using the same text patterns.

= Tag 1: State

= Tag 2: City
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= Tag 3: Branch Office
= Tag 4: Corporate Dept.

Then, the administrator creates the following containers:

Container Name Rules
NJ_branch_01 device cont Tag 1: NJ

Tag 2: Princeton

Tag 3: Pr*
NJ_branch_02_device_cont Tag 1: NJ

Tag 2: Trenton

Tag 3: Tr*
Payroll_device_cont Tag 4: PAYROLL
Manuf_device_cont Tag 4: MANUFACTURING

Traverse assigns the newly-created device to all of the containers whose rules it matches.

Deleting a Service Container

You can delete a service container by:
1. Navigate to the Administration > Containers page.

2. Click the lock icon at the top of the left hand panel to display gear icons for each service container.

3. Click the gear icon for a service container.
sommasTRaOn

DEPARTMENTS DEVICES CONTAINERS SLA ACTIONS DISCOVERY USER CLASS (OTHER  PREFERENCES

an be changed by drag-and-drop operation. Select existing container to view/edit curent configuration

o "A Container Configuration
/ Email - Intzrnal

General  Sewerity

reste = g cetsiner [ TORIS

=il - Intarral’

\

- Tommn £ -1-1 -3 -

ooomon

it
Ie

mail - Int=rmal’ |59 BY
o=

Severity Affected By Message Events:

4. Click the Delete <name> option.

A confirmation message box includes an additional checkbox: Recursively delete all child containers.
If you leave this checkbox blank, child containers will not be deleted.

Confirm Delete ®
?‘J Are you sure you want te delete 'Ping Servers'?

Recursively delete all child containars,

vam ko

5. Click Yes to confirm the deletion of the service container.

100



Chapter 9

Adding Devices
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Overview

This chapter describes how to add devices to your Traverse environment, both manually and
automatically through Network Discovery.

Managing Devices

The Manage Devices page displays all the department's devices and links to perform various
administrative functions on the devices. Each row contains the device name and address, type of
device, whether monitoring is currently active or suspended, a link for suspending or resuming
monitoring, and the physical device location. Additionally, there are links for updating or deleting the
device, and for managing the tests for the device.

Manace Devices

page |1 of 1 @3

Create ADevice

*name* or periSre m
=] eline geme

T.SFEGSJIIL Management P ——

Device Dependency
DEVICE NAME o ADDRESS DEVICE TYPE STATUS LOCATION MODIFY
Cisco Router 75.52.125.78 IP Router 4" Corporate Office Update Monitors Tests
Corporate Website WWW.ZYrion.com Linux/Other Unix Corporate Office Update Monitors Tests
Database Server 192.168.10.22 Linux/Other Unix Corporate Office Update Monitors Tests Logs
Emall Gateway mail. zyrion.com Linux/Other Unix Corporate Office Update Tests

Creating a New Device

1. Navigate to Administration > Devices.
2. Click Create A Device.

Create Device

*TpeoiDasor | Select Device Type  [w]

3. Enter values, as required, for the following fields:

» Type of Device - Select the type of device you are configuring from the drop down list (for
example Linux or any other UNIX server, Windows server, managed switch/hub, IP router,
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firewall appliance, load balancer, proxy server, VPN concentrator, wireless access point or
any other).

Read Only - Displays only for admin group users. Enables an administrator to create a
read-only device in a department.

Device Name - Enter a name for the device.

Fully Qualified Host Name/IP Address - Type in the fully qualified host name or IP address of the
device.

Comments/Description - Add comments if necessary.

Tag 1 through Tag 5 - Specify custom attributes. You can use these attributes to create rules
for populating device containers. For example, if can use Tag 1 to store values for the City

the device is located in, Tag 2 to store the value of the State. Once users have entered city
and state information for each device, you can create a device container that automatically

includes all devices where City equals San Jose and State equals CA.

Automatically Clear Comment When In OK State - If checked, clears comments from device
information when a device is "OK". This option is useful during maintenance periods. If you
are disabling a device maintenance, you can insert a text message (such as down for
maintenance) in the comment field and click on the Display comment on the Summary Screen
to display the message. If you select the Automatically Clear Comment When... option, this text
message is automatically cleared when the device is enabled and has 0% packet loss. This
prevents situations where a device fails after maintenance, but (because of the maintenance
message) the administrator sees the device as down due to maintenance.

Display Comment In Summary Screen - If checked, displays comments for the device.

Create in Location - Select a location. Locations are created by a superuser using the
Superuser > DGE Mgmt page. (Each DGE Location is a collection of DGESs, not necessarily
in the same physical location, that are grouped for load-balancing purposes.) If this device
will be monitored via WMI, select a DGE Location that contains WMI-enabled DGEs.

Flap Prevention Wait Cycles - Select the number of cycles to show a state of TRANSIENT when
a devices has switched to a new state. For example, assume the flap-prevention cycle is
configured to be 2, and a ping test is configured for a 3 minute interval. When the ping test
switches from a state of OK to a state of WARNING, the Traverse user interface will display
the ping test in a TRANSIENT state for 2 additional cycles (2 times 3 min = 6 min) before
displaying the ping test in a WARNING state.
Enable Smart Notification - Leave selected to prevent getting alarms on tests when the device
is unreachable. See Smart Notifications (page 128) for more information.
Create New Tests After Creating This Device - If checked, when you save this page, an additional
Add Standard Tests page displays enabling you to create tests for this device. If you don't
check this option, you can navigate to the Add Standard Tests page using the Update link of
your newly created device. With the Add Standard Tests page, you are provided two different
ways of adding tests to the device:
v Application Profile - Specifies a predefined set of tests appropriate for the type of device.
v Auto Discovery - Discovers the tests appropriate for the devices for a selected set of
monitor types. See Managing Standard Tests (page 160) for more information.
Create Device Dependency After Creating This Device - If checked, when you save this page, an

additional window displays enabling you to assign the device a parent device. See Device
Dependency (page 105).

Enable Test Parameter Rediscovery - If checked, several other options display on this page.
Traverse uses these options to periodically rediscover SNMP and WMI tests. See Test
Parameter Rediscovery (page 182) for more information.

Enable Network Configuration Management - If checked, Traverse backs up configurations for a
network device. See Network Configuration Manager (page 219) for more information. If this
option is selected, an additional Schedule Configuration Backup Frequency option displays.
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Enter a frequency and choose Hour(s) or Day(s) from the drop-down menu to enable
automated backups.

» Enable Process Collection - If checked, you can use the process monitor to return metrics for
device processes. Requires the device be either WMI or SNMP enabled.

4. Click Create Device to create the device.

Updating a Device
1. Navigate to Administration > Devices.

2. Click Update in the row for the device you wish to update. (This link is visible only if you have
read-write privileges and the device is not a read-only device)

3. The Update Device page displays the following links and options:

> Create New Standard Tests - See Managing Standard Tests (page 160).
Create New Advanced Tests - See Managing Advanced Tests (page 185).
Modify Existing Tests - See Updating Multiple Tests (page 162).
Update Device Dependency - See Device Dependency (page 105).

Delete this Device (and associated tests) - Deletes the currently selected device and all
associated tests. You are asked to confirm the deletion.

VV V V

Warning: Deleting a device will remove all information about that device from the database,
including all historical records. Deletions are not reversible. Suspending a device may be
preferable because there is no loss of data.

> Suspend This Device - Suspends the testing of a device. A "polling disabled" icon €& displays
in the Status column of the Manage Device page when a device is disabled. A Resume This
Device option displays for a previously suspended device. Allows you to temporarily turn off
all the tests for a device and turn them on again. This feature is useful if you are performing
maintenance task on a device and do not want to receive alerts while the device is offline.
Once a device is suspended, the polling and data collection for all the tests on the device is
suspended and thus any associated actions to the tests will not generate notifications. The
suspend/resume feature is available at both the device and the individual test level.
Furthermore, when a device is suspended (e.g. for maintenance), this time is not included in
the total downtime reports since it is considered a planned outage.

» Update Device Parameters - These show a subset of the same options described for Creating a
New Device (page 102).

4. Click Update Device at the bottom of the page.

Updating Several Devices

1. Navigate to the Administration > Devices page.

2. Select one or more devices. You can select all devices by clicking the check box at the top of the
column.

3. Update any of the following drop-down lists.
» Modify Devices - Update, Suspend, Resume, Delete
Device Type
Smart Notification
SNMP Version
SNMP Community
SNMP Agent Port
Tag 1 through Tag 5

YV YV V V VY
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> Display Comment
» Auto-Clear Comment
» Flap Prevention Wait Cycles
» Comment
4. Click Submit to apply your changest to selected devices.

Device Dependency

Note: The Device Dependency link is only visible to department users, not admin group users or a superusers.

In a networked environment, switches and routers are often the physical gateways that provide access
to other network devices. If critical parent devices are unavailable, monitoring can be impeded for
devices that are accessed through the parents. To distinguish between devices that are genuinely in a
CRITICAL state and those that are UNREACHABLE because of a problem with one or more parent
devices, you can create device dependencies.

A device dependency is a parent-child relationship between monitored devices. A single parent can have
multiple children, and a single child can have multiple parents. Device dependencies are cascading. If
Ais a child of B, and B is a child of C, it is only necessary to configure A as a child of B and B as a child
of C. Traverse automatically recognizes the dependency between A and C.

If a device is tested and the result is CRITICAL (for all thresholds), UNKNOWN, or FAILED, some
additional processing is used to determine if the device is reachable. If Traverse cannot access any of
the child's parent devices, the child is considered UNREACHABLE.

Testing if a Device is Reachable
A current packet loss test is examined for the device.
» |f such atest exists and packet loss is not 100%, the device is considered reachable.

» |f no packet loss test exists, all immediate parent devices are examined. If the device has no
parents, it is considered reachable and the result of the test is the measured value. If all parents
have a current packet loss test which was measured at 100%, the device is considered
unreachable.

= If no packet loss test exists for the parent, or no recent test result is found for an existing packet
loss test, the child device is considered reachable and the result of the test is the measured value.

Dependency Restrictions
Device dependencies must conform to the following rules:

1. Circular dependency is not allowed. For example, if Device A depends on Device B depends on
Device C, you cannot configure Device C to depend on Device A.

2. Parent and child devices must belong to the same location.
To enable a device dependency:
1. Navigate to the Administration > Devices page.
2. Select the Device Dependency link. The Update Device Dependency page displays.

Note: This same page displays after completing the Create Device page, if you check the Create Device
Dependency After Creating This Device checkbox.

3. Select one or more devices in the All Devices List. Existing dependencies display in the Depends On
list.

4., Select devices in the Does Not Depend On list.
5. Click the >> button to selected devices to the Depends On list.
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6. Click the Update Dependency button.

Urpate Dievice Derenpency

r "Cancel to ratum

Doss Not Depand On Dspsnds On
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Update Dependency

Test Discovery Log

Traverse can also automatically check for changes in test parameters periodically using Test Parameter
Discovery. When enabled for a device, a Logs link displays next to the device on the Administration >
Devices page. Click the Logs link to display the Test Discovery Logs page.

The Test Discovery Logs page notes changes and actions taken by Traverse during the previous test
parameter discovery session. Traverse archives information from previous sessions in the
logs/rediscovery.info file.

nv-1950-1.engr. Jocal 172.21.10.126 Windows Default Location | Update Monitors Tests
nw50cs 172.21.73.50 Linuz/Other Unix Default Location - Update Monitors Tests
nw51e5 17221.73.51 Linux/Other Unbx Default Location I Update Monitors Tests
nvs2cs 172.21.73.52 Linux/Other Unix Default Location | Update Monitors Tests
nw53ch 17221.73.53 Linuz/Other Unix Default Location T Update Moniters Test
nvs4cs 172217354 Linux/Other Unbx Default Location - Update Monitors Tests
nve3cds 17221.73.63 Linux/Other Unix Default Location | Update Monitors Tests

Creating Read-Only Devices
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Traverse administrators have the option of creating read-only devices for viewing by end users. This
functionality can be extremely useful when a service provider or IT department must provide shared
access to a device (i.e. partitioned server, router, switch) for a number of end users. In this case, it may
be desirable to set access to read only for the specific single device.

Note: End users sharing the same department also share the devices, tests and actions in that
department. Therefore, any read-only device created for an end user will be seen by other end users of
the same department.

Logon as an admin group user.
1. Navigate to the Administration > Devices page.
2. In the information bar, click Create A Device or click the Update link for an existing device.
3. Select the Read-Only check box. This option only displays when an admin group user (including
the SuperUsers admin group) logs on.

4. Complete the creation or updating of the device.

Note: Creating a read-only device is different from exporting a device, which is described in Users
and Departments (page 81).
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Auto-Update for Device Capacity Change

Traverse provides a mechanism for refreshing maximum values or SNMP object identifiers (SNMP
OID) when an SNMP test has changed. For example, when memory or disk capacity has changed,
tests that return percentage-based values would be incorrect unless the max value (for determining
100%) is refreshed. Additionally, in some cases even replacing a device with similar hardware can
cause the SNMP OIDs to change, thus creating a mismatch between the current SNMP OIDs and the
ones which Traverse discovered during initial provisioning.

If one of the previous situations occurs, the user need only repeat the test provisioning process for a
changed device. Traverse will discover whether any material changes on the device have occurred
and highlight those changes on the Update Tests page, giving the user the option to also change
thresholds and actions that apply to the test. Traverse can also automatically check for these changes
automatically. See Test Parameter Rediscovery (page 182) for more information.

If you see a non-OK test, you can click on the non-OK icon itself (at the test level, not device level) to
see the returned error message. However, if the OID is marked as "invalid" and the tests do not exist
(e.g. a port module or disk partition no longer exists), then these tests should be deleted manually
since Traverse will not automatically delete these tests.

Importing Devices from a .CSV File

Some organizations do not allow active network discovery using ping-sweep and SNMP queries due to
their intrusive nature. In some instances, there might also be access restrictions managed by firewalls
or router ACLs. To resolve these potential issues, you can manually import a list of devices from a .csv
file on the local workstation. The format of the file should be as follows (comma separated):

<device _name>,<device_address>,<device_type>,<community_ string>,<agent_version>

Note: <device_type>, <community_string>, and <agent_version> are optional parameters.

1. Navigate to Administration > Device Discovery & Import > Import Server List from CSV File.

Import Device List from CSV file
Sel a Location in which you will like to provision imported devices. Click on Proceed to extract device list from the file. Entries parsed

d. No devices will be provisioned until next step

Select Import File* : Browse...
Create in Location® : | - Select a Location - |3 |

2. Enter the path to the CSV file on your local workstation in the Select Import File field or click Browse
to locate the file.

3. Use the Create in Location drop-down menu to select the discovery location.
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4. Click Import. The results of the import display in the Status box.
5. Click Proceed. The Network Discovery Results page displays.

Network Discovery Results
Th

on devices. To prevent specific devices from being provisioned, deselect individual device names or

Provision Devices In This Department: | - Select Department - ‘VV"‘ Enable Smart Notification

Type: Other/Unknown

imp_test_device

Ping Snmp D Internet Services

[ Continue ToNextStep | [ Discard DiscoveryResults |

6. The discovered devices display in Type field. Devices with an unrecognized type are listed as
Type: Unknown/Other. You can assign Ping, SNMP, and Internet Services tests. You can also
enable Smart Notifications to not receive alarms on tests when the device is unreachable.

7. Use the Provision...Department drop-down menu to select the department into which you want to
import and provision the devices. To prevent Traverse from provisioning specific devices, use the
mouse cursor and Ctrl key to deselect a device, or clear the Type check box to prevent Traverse
from provisioning all devices of a certain type.

8. Click Continue to Next Step. The Discovered Network Topology page displays. The page displays
discovered devices in a hierarchy of expandable folders. If a device has multiple parents, it is
listed under all of its parents.

9. Review your selections and click Provision These Devices.

10.Click Change Device Selection to return to the Network Discovery Results page. After the operation is
complete, the Network Discovery Status window displays a message indicating that the devices
were successfully provisioned.

Note: Devices that are already provisioned (with the same name) are not created again.

Network Discovery

Note: See Run Network Discovery in the Traverse Quick Start Guide
(http://help.kaseya.com/webhelp/EN/tv/9030000/EN_TraverseQuickStart_R93.pdf#zoom=70&navpanes=0) for a
quick introduction to network discovery.

Today, enterprise networks are large, complex, and constantly changing. To help you keep track of the
components of your infrastructure, Traverse provides two types of discovery.

= Network Discovery - Discovers and provisions new devices on networks.

= Topology Discovery - Discovers devices and maps the relationships between devices. See
Panorama (page 281) for more information about topology discovery.

Configuring the Scope of Network Discovery

There are two ways to specify the range of devices discovered during a discovery session:
» Specify one or more IP address/subnet mask pairs, and discover devices on those subnets.
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Specify a seed router and a number of hops, and discover devices within the specified number of
hops from the seed router. A hop is the trip a data packet takes from one router or intermediate
device to another within a network. If a packet travels from a source computer to a router to a
second router to a destination computer, it has taken one hop.

The list of discovered devices is affected by the following:
= The location selected for the discovery session.
The device types to include or exclude from the final list of discovered devices.

Example: Configuring Discovery Scope

The following figure shows a sample network that includes three subnets, each of which is connected
to a router. All three subnets are part of the same location, which contains only one DGE, in Subnet A.
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L 19216830
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Sample Network Configuration for Traverse Discovery
Example 1

The superuser configures discovery by specifying two IP Address/subnet pairs:
= 198.168.2.0/255.255.255.0

= 198.168.3.0/255.255.255.0

Discovery finds all of the devices on Subnet B and Subnet C.
Example 2

The superuser configures discovery by specifying the IP address of Router A, 192.168.1.14, and a
maximum of two hops. The result is that devices in all three subnets are discovered, because Router B

and Router C are both within two hops of Router A, and devices within the subnets that are connected
to the routers fall within the discovery scope.

Start a New Network Discovery Session

1. Logon as either an admin group user or a department user. Navigate to the Administration >
Discovery page.
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2. Click the New Network Discovery Session link.

Nerwosk Discovery

U Advanced Options

Use Following Shared Credentials o

SNMP Versions 1 & 2¢ @

o0

Start Discovery)]  [Reset

3. Enter the following values:

>

>
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Discovery Session Name - Enter a descriptive name for the session or accept the default. You
load the results from a session and selectively provisions at a later time.

Network Scope - Enter a network subnet starting value followed by the network mask.
Example: 192.168.1.0/255.255.255.0. To enter multiple IP address/subnet mask pairs,
list each one on a separate line. You must specify at least one subnet/subnet mask pair. The
IP range should correspond to a range of IP addresses supported by the Discovery Location
you select. Specify the subnet(s) on which you want to discover devices. When using the
Seed Router option under Advanced Options on this same page, discovered devices that are
not part of the specified subnets will be ignored. Leave Network Scope empty to accept all
Seed Router discovered devices. For additional information see Configuring the Scope of
Discovery (page 108).

Discovery Location - Select a location from the drop-down list. A unique location is created
for each installed DGE extension. Traverse uses the selected location to identify the
specific network you want to run network discovery on.

Note: Do not use the Default Location created for the DGE. The DGE exists in the cloud.
None of your devices will be discovered there.

SNMP Community Strings/Credentials - Optionally enter one or more SNMP 1 or 2c credentials
to discover additional information about SNMP-enabled devices.

v Use Following Shared Credential - Select one or more pre-defined SNMP credentials.
Shared credentials are created using the Administration > Other > Shared
Credentials/Configuration page.

v SNMP Versions 1 & 2c - The default read/write community name for SNMP v1 & 2¢
enabled devices is public. The default read-only community name for SNMP v1 & 2¢
enabled devices is private.

v SNMP Version 3 - For SNMP v3-enabled devices, enter a username, password and
secret key.

v SNMPv3 Authentication Protocol - None/MCS/SH1 - Specify the authentication protocol to
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use.
v SNMPv3 Privacy Protocol - None/DES/AES - Specify the privacy protocol to use.

v" Exclude Non-SNMP Devices - If checked, non-SNMP-enabled devices are ignored by
network discovery.

» VMware Hypervisor Credentials - Optionally enter one or more VMware credentials to discover
additional information about VMware hypervisors.

v' Use Following Shared Credentials - Select one or more pre-defined VMware credentials.
Shared credentials are created using the Administration > Other > Shared
Credentials/Configuration page.

v Username/Password - Enter up to three VMware hypervisor username and password
credentials.

» Advanced Options

v Only discover selected type(s of devices - By default this option is selected and all types of
devices are selected for discovery. Unselect types of devices to limit discovery by type
of devices.

v Do not discover devices matching selected types(s) - If selected, types of devices selected
in the list box will not be discovered.

v Discover physical connectivity (topology) between devices - If checked, Traverse attempts
to identify connections between devices.

v Discover new devices and new/updated topology - If selected, connections between all
devices is identified.

v Update topology information for provisioned devices only - If selected, only connections for
provisioned devices is identified.

v’ Discover connected devices from following ‘seed' router (must be SNMP enabled) - If checked,
discover devices by starting with a 'seed' router and 'hopping' to as many linked
routers as specified. Requires routers in the chain of 'hops' be SNMP-enabled.
Devices are limited to subnets specified using the Network Scope field. For additional
information see Configuring the Scope of Discovery (page 108).

v IP address of seed router - IP address of the 'seed' router.
v" Limit search within number of hops - Specify the number of router 'hops'.
4. Click the Start Discovery button.

Review Network Discovery Results

1. Once a network discovery session is started, you can:
» Wait for the Discovery Results page to display, or

» You can return to the Administration > Discovery page later and click the Select link for the
specific network discovery session

2. In either case, continue by reviewing a summary of Discovery Results.
3. Enter the following values:
» Provision Devices in This Department - Selecting a department is required.

v" There may only one department to select. Department users are limited to one
department. The default department created for your Traverse website is Core
Infrastructure.

v If you are running network discovery as an admin group user, you may have multiple
departments to select from.

> Enable Smart Notification - If checked, smart notification is enabled for newly provisioned
devices.
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» Enable Config Management - If checked, configuration management is enabled for newly
provisioned devices.

» New Devices Discovered by Device Type(s) - Select the type of devices that will be provision.
Select the protocols and authentications you want to use to provision each type of device.
v Type: Other/Generic Device - Ping, SNMP and Internet Services
v Type: Linux/Other Unix - Ping, SNMP, Internet Services
v Type: Network Switch - Ping, SNMP, Internet Services
v Type: Windows Server - Ping, SNMP, WMI, Internet Services

> Login Credentials - Provide up to three credentials for Window Server authentication.
Traverse saves valid credentials for later use with all discovered metrics. See Monitoring
Windows Hosts Using WMI (page 147) for more information.

4. Click Continue to Next Step.

-
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Assign Standard Monitor Tests to Discovered Devices

1. Alist of discovered devices is displayed. Click the Provision These Devices button.
% TRAVERS
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2. Wait for Traverse to provision typical monitoring tests for each of your discovered devices.
TRAVERSE

DATACENTER

STATUS | DASHBOARD CONFIGMGWT | REPORTS | ADMIMSTRATION | SUPERUSER Kaseya

DEPARTMENTS DEVICES CONTAIMERS SLA ACTIONS DISCOVERY USER CLASS OTHER  PREFERENCES Logged in: superuser | LOGOUT

Test Discovery and Provisioning

Tre coes jou

L ') " Varkus retwarK, S ol tests (35 requesied In previous sieps). This pIOoess M3y (e 3 W 13 07 e muer of Beuioes e
78 1261 YOV 0N DUO0REE 12 COTIDINE. R AU MEEEAZE DRIOW Wi MOEE §

LOADING

wisory  [risnes provang 25 ooeTe ceieE) SETRgRaRE, A network discavery session is currently underway.
100%) 0242802 TED would you like to wait for iscovery to complete? (You
ol can let this run in the background)

Wait For Discovery | I will Return Later

3. After the operation is complete, the Network Discovery Status window displays a message indicating

that the devices were successfully provisioned.
% TRAVERSE

STATUS | DASHDOARD  CONFIGMGMT | REPORTS | ADMINSTRATION | SUPCRUSER Kaseya CATACENTER — =
DEPARTMENTS ~ DEVICES ~CONTAINERS SLA  ACTIONS DISCOVERY USER CLASS OTHER  PREFERENCES Logged in: superuser | LOGOUT  ABOUT | USER GUIDE | oo B

Hishry 25 025 (100%) eukoe(s) 3nd 154 test{s) e been sussessl prossioned

Devices that are already provisioned (with the same name) are not created again.
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4,

Note: Traverse does not auto-discover Windows Service Status tests. This type of test can only be
discovered during a manual test discovery. This is because most users typically do not want to
monitor the status of every configured service. Instead, most users prefer to choose the services
they want to monitor.

Click the Finished button to continue. Traverse automatically displays the Status > Panorama (page

281) page.

Cloud Discovery

Traverse provides the ability to discover and monitor computer and storage resources as well as
applications running within public cloud providers. At this time Traverse supports Amazon Web
Services (AWS) Cloud Services.

Cloud discovery sessions differ from typical network discovery sessions, because cloud instances are
not necessarily networked with each other. The IP addresses for each cloud instance may be
completely unrelated to each other. Cloud discovery uses an API request to return a list of the cloud
instances currently available for a specified cloud user account.

Prerequisites

1.
2.

Identify the account on Amazon AWS Cloud Services you wish to monitor with Traverse.

Obtain the API access key and secret key pair for this AWS Cloud Services account. This is
required to specify credentials that can access cloud instances in this cloud user account. For
more information, see Managing Access Keys for IAM Users

(http://docs.aws.amazon.com/I AM/latest/UserGuide/id_credentials_access-keys.html).

Enabling Cloud Discovery in Traverse

If you don't see Cloud Discovery Sessions as a section on the Administration > Discovery page, then
perform the following procedure to enable cloud discovery.

1.

o0k wN
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Logon to Traverse as superuser.

Identify the user class and admin class of the department you are modifying.
Navigate to the Superuser > Admin Class page.

Select the User Class Mappings link for the admin class row you are modifying.
Select the Update link for the user class row you are modifying.

Ensure Create/Delete, Read, Update and Suspend/Resume checkboxes are checked for the Cloud
access privilege.


http://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_access-keys.html
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Any department using this combination of admin class and user class is now enabled to run cloud
discovery.

= TRAVERSE

L~
Kaseya ENTERPRISE =
Logged in: superuser | LOGOUT ~ ABOUT | USERGUIDE | o B

STATUS  DASHBOARD | CONFIGMGMT = REPORTS  ADMINISTRATION | SUPERUSER

DGEMGMT HEALTH ADMINCIASS  USER CLASS  GLOBAL CONFIG

ACCESS CREATE/DELETE READ UPDATE SUSPEND/RESUME
PRIVILEGES

O R R

2
H® 8 @ 8 @ 888 8 ®
RO 8 @ 8 806888 &
IR R R R A R A

v

Update Privileges

Specify Login Credentials
1. Navigate to Administration > Other > Shared Credentials.

Click the lock ﬂ icon. Then click the plus 4 icon.

Select the department. Then select Amazon Web Services.

Provide a descriptive Name.

Specify the appropriate APl Key and Secret Key. Leave other options unchanged.
6. Click Save.

ok wnN

Run a Cloud Discovery Session
1. Logon to Traverse as a department user. The department should already have cloud discovery
enabled.
2. Navigate to the Administration > Discovery page.

3. Click the New Cloud Discovery Session link. The Create Cloud Instance displays.
Kaseia TRAYERSE

ENTERPRISE o

STATUS | DASHBOARD | CONFIG MGMT  REPORTS | ADMINISTRATION

DEVICES CONTAINERS SUA ACTIONS DISCOVERY OTHER  PREFERENERS9E0 I: Uraverse | LOGOUT  ABOUT | USERGUIDE | 00

Creare Cuouo Instance

Cloud Provider - The only option is Amazon Web Services.
Cloud Instance Name - Enter a name for this cloud discovery session.
= Create in Location - Select a location. The DGE extension at this location will perform the queries
against Amazon.
= Scheduled Discovery
» Recurring - If selected, specify the number of hours to repeat cloud discovery.
» One Time/Manual - If selected, cloud discovery is run only once.
= Enable Automation - If unchecked, cloud instances are discovered without taking further action on
them. If checked, the following monitoring deployment options display.

> For New/Activated Instances - Start Monitoring, Ignore & Log, Log Only
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» For Suspended/Stopped Instances - Suspend Monitoring, Ignore & Log, Log Only

> For Deleted/Destroyed Instance - Remove Monitoring, Suspend Monitoring, Ignore & Log,
Log Only

Note: Leaving this checkbox of f is recommended the first time cloud discovery is run on a cloud user
account. This allows you to review the list of cloud instances created in a cloud user account before
deciding whether to deploy monitoring options automatically.

= Click the Use Existing radio option, then select the credential you created in the Specify Login
Credentials procedure above.

= Click the Discover Cloud Instance button.

Reviewing Cloud Discovery Results

Once cloud discovery has completed, the Cloud Discovery Result page displays. The page lists two
sections.

= Discovered Cloud Instances - These are the new cloud instances that have been discovered since
the last time cloud discovery was run. Selecting these discovered instances on this page will
provision them for monitoring.

= Existing Cloud Instances - These are existing cloud instances that already have monitoring
provisioned on them. Unselecting these instances will remove all monitors provisioned on these
instances.

Click the Submit button to display the Manage Devices page.

Nt =
kassya TRANERSESS
logged i traverse | IDGOUT  ABOUT | USERGUIDE | oo B

Cuoup Drscovery ResuLt

» Discovared Cloud Instances

Block Strage 7 Privata IP

» Existing Cloud Instances

Submit || Reset || Cence|

Deploying Monitoring Tests on Cloud Instances

Using the Manage Devices page, monitoring tests are deployed on discovered cloud instances the same
way monitoring tests are deployed on typical network devices. See Updating Multiple Tests (page 162)
about the details of working with this page.

Note: Changing the options on some discovered cloud instances is not allowed. The set of tests deployed
on certain cloud instances is specified by a fixed device template.

Click the Submit button to deploy monitoring tests on selected cloud instances.

Viewing the Status of Cloud Instances

Navigate to the Status page to see the monitoring results returned from your cloud instances. Cloud
instances display Status (page 73) data the same as any other device.
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Manual Batch Creation of Devices and Tests

You can add devices and tests using the web interface. However, for bulk additions or changes,
Traverse includes tools to provision large humbers of devices into the provisioning database via the
BVE API. The bulk import tool (provisionDevices.pl) will also automatically discover available
network interfaces, system resources, various application services, etc. on the devices, and using the
default test threshold values, automatically create the tests in the system so that you can be up and
running in a very short period of time.

Before using the bulk import tool (provisionDevices.pl), make sure that all necessary departments
and logins have been created. The import tool is meant to be used for importing devices for one
department at a time. For each such department create a text file (e.g. network_devices.txt) and
add device information (one device per line) in the following format:

device_name device_address device_type snmp_community
= device_name is either the FQDN or a descriptive name of the device.

= device_address is the ip address of the device. This should be in dotted-quad (n.n.n.n)
notation.

= device_type is one of the following : UNIX | NT | ROUTER | SWITCH | UNKNOWN (determine
automatically)

= snmp_community is the snmp community string of the device, if the device supports snmp. This
information is used to automatically discover network and system resources.

Devices are imported for one logical location at a time also. So make sure to include devices in an
import file that are meant to belong to the same department and monitored from the same location.
Once this import file is ready, use the provisionDevices.pl tool to proceed with the import. General
syntax of the tool is the following:

<Traverse HOME>/utils/provisionDevices.pl --host=<fqdn | ip_address> [
--port=<port_number> ] --user=<login_id> --password=<login_password>
--file=<import_file> --location=<location_name> [ --skipexist ] [ --help ] [--debug

]

= <fgdn | ip_address> is the FQDN/ip address of host where the BVE socket server is running.
Usually you would provision devices from the same host, so this would be localhost.

» <port_number> specifies the port number to which you want to connect (the default is 7661).

» <login_id> and <login_password> are the userid and corresponding password for an end
user, who is a member of the specific department to which you want the newly provisioned
devices to belong.

= <import_file> is the text file containing the device information as outlined above.

= <location_name> is the name of the location as defined in the database. The default Traverse
installation is pre-configured with location name Default Location.

As the device is created and tests are discovered and added to the provisioning database, information
will be printed. This name must match a name assigned to a specific location in the DGE Management
section of the web application.

Other Options

= --skipexist: Do not add tests for devices that already exist.
= --timeout: Timeout to use for provisioning session.

» --help: Print the help message.

» --debug: Provide extra debugging information.
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Example: Batch Creation of Tests

Example: Batch Creation of Tests

reading contents of import file '/tmp/import.txt’

connecting to provisioning host ...

succesfully logged in as user test with supplied password
creating new device 'my test host' (192.168.100.100)
attempting to perform auto-provisioning for 'port' tests ...
created 'port' test for 'HTTP'

created 'port' test for 'POP3‘

created 'port' test for 'HTTPS'

created 'port' test for 'IMAP'

attempting to perform auto-provisioning for ‘snmp' tests ...
created 'snmp' test for 'hme® Status'

created 'snmp' test for 'hmeo® Util In'

created 'snmp' test for 'hme@ Util Out'

created 'snmp' test for 'hme® Err In'

created 'snmp' test for 'hme® Err Out'

created 'ping' test for 'Packet Loss'

created 'ping' test for 'Round Trip Time'

data import complete in @ days, 90:00:31

Note: Tests are created based on thresholds and intervals defined in TestTypes.xml, so if you want to
make changes to the defaults, make sure to edit this file before starting the import task.

Updating Topology for Provisioned Devices

If you have created devices using the CSV file import or the provisionDevices.pl script and wish to
update the topology and dependencies of the provisioned devices, you can:

1. Run anew discovery.
2. Specify the subnets where the provisioned devices exist.

3. Towards the end of the network discovery form, check the box under Advanced Options to Update
Topology for Provisioned devices only.

Support for IPv6 Devices

Traverse supports monitoring of IPv6 devices in single or dual-stack environments. You can either add
the devices by name or by IPv6 address just as you would provision an IPv4 device. Traverse
automatically and transparently handles monitoring of any IPv6 device without any additional
requirement.

Scheduled Maintenance

You can schedule maintenance periods for devices. During a maintenance periods, all testing is
suspended for devices selected for maintenance. Testing for selected devices resumes when the
maintenance period ends. You can also suspend/resume devices at any time manually, independent
of schedule maintenance. Suspending devices enables you to suppress notifications alerts and
associated actions while the device is offline. Suspended device time is not included in total downtime
reports since it is considered a planned outage.

Daylight Savings Time Consideration

Normally scheduled maintenance handles daylight savings time normally. However, if the scheduled
maintenance falls within the time shift window (e.g. between 2am and 3am in the US where the time
shift occurs at 2am), then the scheduled maintenance might miss the maintenance period at the start of
DST since the entire hour is skipped by the clock.
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Creating Scheduled Maintenance Instances
1. Navigate to Administration > Other > Scheduled Maintenance.
2. On the Scheduled Maintenance page, click on Create A Scheduled Maintenance to create a
maintenance window.

3. Specify the various parameters for the maintenance window, including the calendar Frequency,
Start Date, Start Time, End Time and Time Zone, and click the Create Schedule Maintenance button.
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Associating Devices with a Scheduled Maintenance Instance

1. On the Scheduled Maintenance page, for the given scheduled maintenance window, click on the
Assign to Devices link.
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Other options such as Suspend, Update and Delete can be invoked for each maintenance window
instance from the Scheduled Maintenance page.

2. Use various search parameters to add the devices to associate with the given maintenance
window, and then click the Apply button.
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Chapter 10

Actions and Notifications
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Overview

Traverse has a very flexible action and notification engine which can send email and SNMP traps and
can be extended to run any other program (such as restarting a process or deleting log files, etc.). The
module has a built-in escalation engine so that notifications can be sent to different people as devices
remain in a non-OK state for an extended period of time. Notifications can also be customized based

on the time of day and week by applying custom "schedules" to the action profiles. See Assigning Time
Schedules to Actions (page 125) for more information.

Note: The Traverse Quick Start Guide
(http://help.kaseya.com/webhelp/EN/tv/9030000/EN_TraverseQuickStart_R93.pdf#zoom=70&navpanes=0) provides a
quick introduction to actions and notifications.

Action Profiles
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Typically, actions are some form of notification that a test result has crossed a defined threshold into
OK, WARNING, CRITICAL or UNKNOWN status. An Action Profile is a list of up to five actions, allowing
the user to define multiple notification recipients and specific notification rules for each recipient.

Action profiles are configured using the Administration > Actions link. Once the action profile is created,
they can be subsequently assigned to existing tests using the Administration > Actions > Assign to Tests
and Assigns to Events links.

* Action Profile Name:
Action Profile Description:

Action #1
Notify Using: Flease Select A"
Meszsage Recipient: o
Notify when test is in state: ok: [] warning: Critical: Unknown:
Notification should happen after (0 = immediately): 1 cycles v
I thie test stays in the trigger state, repeat this action every (0 = never): 0 cycles 4

Schedule: Default Schedule % | Manage Schedules

Select DGE to test this action: localhost v

Action #2
Notify Using: Flease Select v
Message Recipient: o
Notify when test is in state: ok (] warning: Critical: Unknown:
Action profiles can be created by either end users or an administrator to notify up to five separate
recipients when a test status changes, or when a test status has been in a particular state for a

predetermined number of test cycles. After defining an action profile, you apply it to individual tests or
containers.

= Action profiles configured by administrators are associated with a user-class and test-type.
Department users assigned the same combination of user-class and test, will see an asterisk next
to the name of the action profile identifying it was created by an administrator.
» Department users can also created their own action profiles.
For each action, you select the notification type, using the Notify Using drop-down list, and the recipient.
This can be an email address, phone number or other parameter depending on the natification type
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selected.

You can then select when you get notified. You can be notified immediately when a particular state is
entered, or wait for 1 or more polling intervals or minutes before being notified. This can be very useful
to avoid getting alarms for transient conditions such as high CPU or high memory by setting to 2 polling
intervals (as an example), while still getting immediate alerts for important devices and tests. Note that
the status change is always recorded in Traverse for reports.

Finally, you can setup whether this action should be repeated or not. If so, how often the action should
be repeated? For traps and messages, this field should always be set to a non-zero value for
subsequent similar traps to trigger the action. The device IP, rule definition and rule source are used to
determine if a repeat notification should be triggered.

IMPORTANT: This repeat feature as well as the delayed notification feature is not available for
containers and devices. Notifications on containers and devices is immediate.

Example: Action
Using these fields, you can setup an action as follows:

= |f atest goes into Critical state, do not email right away but wait until 2 polling intervals have
passed and it is still in Critical.

= After the first notification, if test stays in Critical, then keep sending me a reminder email every 30
minutes.

= (Using Schedules) Do email naotification during normal business hours, but page me after hours.

Example: Escalation
In a typical escalation scenario, you can setup multiple actions within an action profile so that:
= Whenthe Ping RTT test on a Windows server reaches a WARNING status, the NOC receives an
email natification of the problem.

» |f the test crosses the upper threshold to CRITICAL status, the NOC Manager is notified and
keeps getting an email every hour.

= Once the test has remained in CRITICAL status for over an hour, the senior management is
notified via an email.

Creating an Action Profile

1. Navigate to Administration > Actions.

2. Click Create An Action Profile in the information window.

3. On the Create Action Profile page, enter a unique action name (required) and a description
(recommended).

4. For each sub-action (maximum of 5), choose the type of notification in the Notify Using drop down
list and the message recipient's address. This is usually yourself or someone else who is
responsible for monitoring your system's performance. The types of notification include the
following:

» Regular Email: Specify the email address in the format user@your .domain. You can enter
multiple message recipients separated by commas (for example,
jdoe@acme . com, fcheng@acme.com).

» Compact Email: Allows you to send email to an alphanumeric pager. Specify the email
address in the format user@your.domain. You can enter multiple message recipients
separated by commas (for example, jdoe@acme. com,fcheng@acme.com).

» Alpha-pager: (not supported in Traverse Cloud)

» TRAP: Enter community@n.n.n.n:port, where community is the SNMP community string
for the trap listener (use public if none are configured). n.n.n.nis the IP address of the
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remote host where the trap lister is operating, and port is the UDP port number (use 162 if
operating on the default port).

» SCRIPT: This value is sent to the plugin script as the parameter $message_recipient.
Specify one or more test states that generates a natification in the Notify when test is in state field.
Select any of OK, Warning, Critical, and Unknown.

Specify when the notification occurs in the Notification should happen after field. Enter a value then
specify a unit in the drop-down menu (cycles, seconds, minutes, hours).

. Specify when to repeat the action (you are configuring) when the state of a test remains constant

in the If this test stays ... field. Enter a value then specify a unit in the drop-down menu (cycles,
seconds, minutes, hours).

Select a Schedule using the drop-down menu. Click Manage Schedules to view, create, or modify
schedules. See Custom Schedules (page 203) for more information.

If you want to test the action item, select a DGE from the Select DGE drop-down menu and click
Test Now. A status messages displays below this field to indicate whether Traverse successfully
triggered a notification from the selected DGE. The action Traverse triggers depends on the
notification method you select. For example, if you select Regular Email, an email message is sent
from the DGE to the specified address(es). Traverse records errors in the logs/error. log file
on the selected DGE.

10.Repeat steps Step 3 - Step 9 as desired. If you are notifying the same person via different actions,

remember to avoid overlapping logic between the sub-actions, otherwise the recipient may
receive duplicate notifications for a single test event.

11.Click Create Action Profile to create the new action.

Note: Make sure that the format of the email address or SNMP trap (against which you are testing

the notification) is correct. Also, make sure that the DGE you select is running.

Updating an Action Profile

1.

Navigate to Administration > Actions.

2. Click Update in the row for the action you wish to update.
3.
4. If you have not already configured five sub-actions, you can add more by filling in the fields as

On the Update Action page, make the desired changes to any one of the sub-actions.

described above in Creating an Action Profile.

You can also delete sub-actions by checking the box next to the unwanted sub-action marked
Delete this Action.

Click Update Action Profile at the bottom of the page to save the changes.

Assigning Action Profiles to Tests
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1.
2.

3.

Navigate to Administration > Actions.

Click the Assign To Tests link in the row for the action you wish to assign. You will be taken to the
Assign Actions page.

For each device in the list, checking the All Tests check box will assign the action to all the tests on
the selected device(s).

For each device in the list, checking the Select Tests check box will display another window for you
to individually select the test(s) to which you want the action assigned.



5.
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Click Assign Action at the bottom of the page to save your changes.

Assign Schedule
Schedule Mame: Mormal Weekend
Checkthe haxes nextto each target device towhich you would like to assign this schedule.

ALL TESTS SELECT TESTS DEVICE

I r DEVICE NAME ADDRESS TYPE STATUS LOCATION

I =2 gopavar ] netgencustomer.com 172214741 CherUnknowsn Default Locstion
- I~ goavar2 netgencustomer com 17221172 CherUnknown Default Location
™2 | oojavar 21 netdencLEtomer . com 172214721 CthetAnknown Detaut Location
I~ - goavar 22 netyencustomer .com 172211722 CherUnknowsn Default Locsation
W I gopavar23 netgencustomer .com 172211723 CherUnknown Default Location
W~ (] oojavar 24 NetdencLEtomer . com 1722117 24 WInCow s DifaLit Location
1= | goavar 243 netgencustomer .com A72.21.17.245 indowes Defaul Location
I~ - goavar 3 netgencustomer .com 7221973 CherUnknowsn Default Locsation
I~ - gojavar33 netgencustomer com 172211733 CherUnknown Default Location
™2 (] oojEvar 3T NetdencLUEtomer . com 1722117 37 CthetAnknoswn Detallt Location
I~ - gejEvar33 netysncustomer .com 1722117368 o Default Locsation
I~ - goavardE netyencustomer .com 1722117 48 CherUnknown Default Locstion
I~ - gojavard7 netgencustomer com 172291747 CherUnknown Default Location

Permanently Deleting an Action Profile

1.
2.
3.

Navigate to Administration > Actions.
Click the Delete link for the action you wish to delete and you will be taken to a confirmation screen.
Click Delete to confirm the deletion or Cancel to return to the Manage Actions page.

Assigning Time Schedules to Actions

You can specify that a particular action only runs during specific time of day or day of week by creating
schedules and assign them to actions. These schedules are similar to the ones that can be applied to
tests as described in Custom Schedules (page 203). This feature allows you to have different escalation
paths during the normal hours vs. the evenings and holidays as an example.

Creating a Schedule

1.
2.
3.

Select Administration > Other > Custom Schedules.
On the Manage Schedules page, click Create a schedule.

On the Create Schedule page, enter a Schedule Name and, optionally, a Schedule Description. Then
select the hours of the day on those days of the week on which you want this schedule to run. You
can select or clear an entire row or column at a time by clicking the row or column header.
Selecting the check box for an hour means all minutes in that hour, e.g. 5:00 to 5:59.

Click Create Schedule.

These schedules are displayed in the user's configured timezone (set in Administration >
Preferences).

After you create a schedule, you can select it from the drop down list for each sub-action on the
Create Action Profile page.
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Notification

Notification Types

There are many types of built-in notification and action mechanisms in Traverse.

Email
This is the simplest notification. It sends an email to the specified email address using the mail
gateways specified by the Traverse administrator.
Email options include both:
1. Regular Email: Specify the email address in the format user@your.domain. You can enter multiple
message recipients separated by commas (for example, jdoe@acme. com, fcheng@acme. com).

2. Compact Email: Allows you to send email to an alphanumeric pager. Specify the email address in
the format user@your. domain. You can enter multiple message recipients separated by commas
(for example, jdoe@acme. com,fcheng@acme.com).

The maximum length for the message recipient (for each action item) is 255 characters, so if you are
going to be sending email to a large humber of recipients, it may be easier to set up an email alias on
your mail server and use the new alias as the target recipient for the action profile.

The notification content can be customized on a global basis by the Traverse administrator.

Alphanumeric Paging

Note: Alphanumeric paging actions are not supported in Traverse Cloud.

SMS or Cell Phone Messaging

Note: SMS or Cell Phone Messaging actions will be supported in a later release of Traverse Cloud.

Create a Ticket in the VSA

You can create a ticket in a designated VSA when a Traverse test enters a warning or critical state.
See Creating a Ticket in the VSA (page 126).

Other CRM Ticketing Systems

You can directly open a trouble ticket in commercial ticketing systems such as ServiceNow, Remedy,
ConnectWise, Microsoft CRM or RT using the appropriate CRM connector module. See the Traverse
Developer Guide & API Reference (http://help.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm) for
more information.

Note: This feature might require purchasing a license from Traverse.

Sending SNMP traps

You can send an SNMP trap to another SNMP trap handler if desired. Traverse currently sends an
SNMP v1 trap to the specified destination.

Executing External Scripts

The plug-in architecture of Traverse allows you to create any number of additional "plugins" that will be
displayed in the drop down list. For details on how to create Plug-in Actions, see the Traverse Developer
Guide & API Reference (http://help.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm).

Creating a Ticket in the VSA

You can create a ticket in a designated VSA when a Traverse test enters a warning or critical state.
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The following procedures describe how to configure, then trigger the creation of a ticket in the VSA.

Note: Tickets are created in the VSA either in the Ticketing module or the Service Desk module, depending
on the VSA's configuration.

Configuring the VSA

1.

2.

Ensure the System > Configure (http://help.kaseya.com/webhelp/EN/VSA/9030000/index.asp#248.htm) >
Enable VSA APl Web Service checkbox is checked.

Identify or create a dedicated user using the System > User Security > Users
(http://help.kaseya.com/webhelp/EN/VSA/9030000/index.asp#4576 .htm) page. The credentials of this user are
used to authenticate API ticket creation requests sent by Traverse to the VSA. Ensure the access
rights for this user's role (http://help.kaseya.com/webhelp/EN/VSA/9030000/index.asp#4577.htm) includes
access to the Ticketing module or Service Desk module as required.

Configuration Traverse

1.
2. Navigate to the Superuser > Global Config > Web Application page.
3.

4. Enter data in the following fields:

5.

Log on to Traverse as a superuser.

Check the Enable VSA Service Desk Integration checkbox.

» VSA Server URL - The URL of the VSA you are integrating with Traverse. The format of the
URL is:
<YourVSAaddress>/vsalWS/kaseyalWs.asmx

» Login Username - The username of the VSA user used to authenticate API ticket creation
requests in the VSA.

» Login Password - The password of the VSA user.
> Repeat Password - Reenter the password of the VSA user.
Click Apply to save your changes.

Configuring Actions Profiles to Create Service Tickets

Superusers, administrators and department users can all specify action profiles. In this example an
administrator is described creating an action profile and specifying the creation of a ticket.

P ownNpE

o

Logon as an administrator.

Navigate to the Administration > Actions page. The Manage Action Profiles page displays.

Click the Create an Action Profile link.

Display the Notify Using drop-down list for the first action. Select the Open Ticket in VSA Service
Desk action. This action only displays if integration has been enabled.

Complete the creation of the action profile as you normally would.

Assign the action profile while provisioning tests for one or more devices. For each test use the
Action Profile drop-down list to select an action profile that contains the Open Ticket in VSA
Service Desk action.

Testing the Creation of Tickets

1.

In Traverse, for a test configured to trigger the creation of a ticket, set the test's thresholds to
ensure the test will fail when monitoring a device. This causes Traverse to send an API ticket
creation request to the VSA.

In the VSA, check the creation of the ticket, in either the Ticketing module or the Service Desk
module, depending on the VSA's configuration. It may take a few minutes for the ticket to be
created.
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Disabling Traverse / VSA Integration

If an existing action profile includes an Open Ticket in VSA Service Desk action but integration has
been disabled using the Superuser > Global Config > Web Application page, API ticket creation requests
are not sent. With integration disabled, when editing an existing action profile, the Open Ticket in VSA
Service Desk action displays a (disabled)suffix.

Smart Suppression (Alarm Floods)

The actions and notification module takes network topology and other rules into account while

triggering a notification to avoid alarm floods. When an upstream device fails, all downstream devices
are unreachable and natifications can be suppressed. Furthermore, if "smart suppression" is enabled,
then natifications for an application being unreachable because a server fails can also be suppressed.

Suspending Actions for Suppressed Tests

Itis possible to suppress notifications while acknowledging or suppressing a test from the Event Manager
by clicking on the appropriate check box in the Event Manager. For more details on suppression, see
Acknowledge/Suppress/Annotate Events (page 233).

Smart Notifications

Traverse correlates OK notifications with prior non-OK notifications. So if you first receive an email for
critical state, you also get a notification when the test returns to OK state. However, if your action profile
is set up in such a way that the test returns from critical to OK state before notification for critical state
is sent (e.g. wait 2 test cycles), notification for OK state is not sent either. If you want to disable this
behavior (i.e. be notified of OK state regardless), you can disable the Smart Notification option for the
device in question via Administration > Devices > Update.

Traverse's Smart Notification was designed to eliminate sending multiple notifications when a device
goes down or is unavailable. Often, many configured tests on a device have action profiles assigned to
them to notify various recipients when test status reaches Warning, Critical, Unknown, or all three.
Smart Notification relies on the inherent dependency between the ping packet loss test results and the
availability of the device. If the ping packet loss test returns 100%, then communication with the device
has somehow been lost. This could result in all tests sending notifications every test cycle, especially if
they are configured to notify on Unknown, which is what the test results will likely be in this situation.

Configuring Smart Notification During New Device Configuration
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1. Navigate to Administration > Devices.
2. Click the Create A Device link. For a detailed description of device creation, see Managing Tests (page
159).
3. Fill out the required information in the Create Device page.
4. Check the box labeled Smart Notification.
5. Click Create Device to begin test discovery.
If you are receiving notifications when the device is down you should check the following items:

= Confirm that you have in fact configured Smart Notification on the device by navigating to the
Manage Devices page and selecting the Update link for the device. The Smart Notification box should
be checked.

= Confirm that you have a Packet Loss test configured on the device by navigating to the Manage
Devices page and selecting the Tests link for the device. The list of test should include the Packet
Loss test.

= If both of the above are configured properly, the natifications that you have received are likely a
result of having been queued up prior the Packet Loss returning 100%. That is, if tests are
scheduled in the queue ahead of the Packet Loss test, they will be executed prior to the trigger that
suppresses all further notifications when Packet Loss = 100%.
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To avoid notifications in this case it is advisable that you change your action profiles to either:
= Not notify on UNKNOWN; or
= Only notify after 2 or 3 test cycles have passed.

Administrator Configured Action Profiles
and Thresholds

Traverse administrators can configure action profiles and thresholds for two different purposes. Both
are applied to a specific combination of user-class and test type.

= Default Action Profiles and Thresholds - Visible to department users. Default action profiles are
assigned to tests automatically when the tests are created. This saves department users the
effort of having to assign an action profile each time a test is created. Department users always
have the option of overriding the default action profile assigned to a test by creating and applying
their own action profile to the test.

= Administrator Action Profiles and Thresholds - Not visible to department users. Administrator action
profiles and thresholds are configured for administrator use only, independent of any actions or
notifications configured for use by department users.

Default Action Profiles and Thresholds

Administrators create default action profiles for a specific combination of user-class and test type.
When a test is created in a department that uses that combination of user-class and test type, the
user-class action profile is assigned to the test by default.

» User-class action profiles send email to each department's default email address when tests
cross standard test thresholds.

= No other action types or recipients can be configured.

* To generate different types of actions or to specify recipients other than the departmental emalil
account, end users must create their own action profiles.

» Administrators can assign the same user-class action profile to multiple test types within the
user-class.

= Default action profiles display an asterisk (*) character in front of the name to distinguish them
from department user created action profiles.

For example, assume that an administrator creates a user-class action profile named PING-DEFAULT
for a user-class named ENGINEERING-RW. This action profile specifies that if a test goes into
WARNING state, an email message is sent to the department's email address. If the test goes into
CRITICAL state, another email message is sent. The administrator sets PING-DEFAULT as the default
action profile for ICMP RTT and packet loss tests. Subsequently, when an end user from any of the
departments associated with the ENGINEERING-RW user-class creates an ICMP RTT test, the action
profile is PING-DEFAULT, unless the end user changes it.

Administrators create or update default user class action profiles using two pages in the following
order. Both are required to enable default action profiles by user-class and test type.

= Administration > User Class > User Class Actions - Creates the action profile for a selected
user-class.
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= Administration > User Class > Default Thresholds & Actions - Assigns the action profile to one or
more test types for a selected user-class. You can optionally modify the Traverse default
thresholds that cause the action profile to be triggered. You must link the action profile to a a test
on this page to enable the triggering of the action profile.

a

User-Class
' Al
Department A Depaitment B
pass default default  PasS
------—-[ A - - - - - - - - >
ICMP Packet Loss tests UserClass ICMP Packet Loss tests

Action Profile 1

Free Physical Memory tests User-Class Free Physical Memory tests
Action Profile 2

Using User-Class Action Profiles as Defaults for End User Tests

Managing Default Action Profiles

Creating a Default Action Profile
1. Navigate to Administration > User Class.

2. On the Manage User Classes page, find the user class for which you want to create an action profile
and click User Class Actions.

3. On the Manage User Class Action Profiles page, click Create User Class Action Profile.

4. On the Create Action Profile page, enter a unique Action Profile Name. Optionally, enter an Action
Profile Description.

5. Note that the only notification type available is email. This is sent to the department mailbox of the
end user who created the test.

6. Configure up to five actions for the action profile. Remember to avoid overlapping logic between
the actions. Otherwise, the recipient may receive duplicate notifications for a single test event.

7. Click Create User Class Action Profile.

Updating a Default Action Profile
1. Navigate to Administration > User Class.

2. On the Manage User Classes page, find the user class for which you want to update an action profile
and click User Class Actions.

3. On the Manage User Class Action Profiles page, find the action profile that you want to update and
click Update.

4. On the Update User Class Action Profile page, make the desired changes, and then click Update
Action Profile.

Deleting a Default Action Profile
1. Navigate to Administration > User Class.

2. Onthe Manage User Classes page, find the user class for which you want to update an action profile
and click User Class Actions.

3. On the Manage User Class Action Profiles page, find the action profile that you want to delete and
click Delete.

4. If you are certain that you want to delete this action profile, on the Delete User Class Action Profile
page, click Delete.
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Setting Default Thresholds and Linking Default Action Profiles

Default thresholds define WARNING and CRITICAL status for end user tests. Warning thresholds are
usually selected to provide early warning of potential problems or to identify trends that approach
critical status. Critical thresholds are usually set at levels that warn of impending SLA violations or
device failures. If they wish, administrators can use the Default Action Thresholds and Actions page to
modify the default Traverse thresholds used to trigger an action profile for a combination of user-class
and test types.

Note: In general, default threshold settings are established when a user-class is created and should not
be changed.

Note: Default Action Thresholds and Actions settings apply only to new tests. Existing tests are not affected
by user-class default thresholds. Use the BVE APT to make changes to existing tests.

Configuring Default Thresholds/Action Profiles for a User-Class

1.
2.

3.

Navigate to Administration > User Class.

On the Manage User Classes page, find the user-class for which you want to set defaults and click
Default Thresholds and Actions.

On the Update User Class Default Thresholds page, select a test from the Test Category drop-down
menu.

. Select the tests you want to update from the Available Test Category list and click the right arrow >>

button to move them to the Selected Test Category list.

When the tests display, specify the criteria for each available test. See the field descriptions
below.

Click Update Thresholds and Actions.

Field Description

Delete Settings Select this check box to delete the test parameters for all listed tests.
You can also select the check box associated to individual tests to delete parameters
for that test.

Discover Test Select this check box to discover all tests for all all listed categories.

You can also select the check box associated to individual tests to discover that test.
Clear the check box to prevent discovery of the test.

Warning Threshold The test result that causes the test's status to change to WARNING.
Critical Threshold The test result that causes the test's status to change to CRITICAL.
Severity Behavior with Specify the relationship between test value and severity. Options include:
Value e Ascends: As the value of the test result rises, severity rises.

o Descends: As the value of the test result rises, severity falls.

e Auto: If you select this option, Traverse sets this option based on the
Warning and Critical thresholds for this test. If the Critical threshold is
higher, as test value rises, severity ascends. If the Warning threshold is
higher, as test value rises, severity descends.

e Bidirectional: You can set a "range" of numbers for each threshold and if
the value crosses either of these two boundaries of the range, it will set
the severity to Warning or Critical

o Discrete: You can set fixed integers or ranges of numbers using the
syntax: 1,3,5,10-25

User Class Action The default action [rofile that is applied to tests of this type that are created by end
users from this user class. These actions profiles are for notification of end users (not
administrators) and always email the recipient specified for the department of the end
user who creates the test.
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Administrator Action Profiles and Thresholds

Administrator action profiles and thresholds are not visible to department users. Administrator action
profiles and thresholds are configured for administrator use only, independent of any actions or
notifications configured for use by department users using Default Action Profiles and Thresholds.

Administrator action profiles can include any kind of action and notify multiple recipients.

Action profiles are applied by user-class and test type for that admin class.

Administrator action profiles are available to all administrators associated with a given
admin-class.

Administrator action profiles are applied to all tests that match the user-class and test type. This
assignment cannot be overridden for a single test.

Administrators create or update administrator action profiles using two pages in the following order.
Both are required to enable administrator action profiles by user-class and test type.

Administration > Actions > Create New Administrator Action Profile - Creates the administrator action
profile.

Administration > User Class > Admin Action Profiles - Assigns the administrator action profile to one
or more test types for a selected user-class. You can optionally modify the Traverse default
thresholds that cause the action profile to be triggered. You must link the action profile to a a test
on this page to enable the triggering of the action profile. The assignment of administrator action
profiles is hidden from test pages. Use this page to determine what, if any, administrator action
profile is assigned to a test type.

Managing Administrator Action Profiles

Creating an Administrator Action Profile

1.
2.
3.

9.

Navigate to Administration > Actions.

On the Manage Administrator Action Profiles page, click Create New Administrator Action Profile.

On the Create Administrator Action Profile page, enter a unique name for the action profile.
Optionally, enter a description.

For each action, choose the type of notification in the Notify Using list and the address(es) of one or
more recipients. This is usually yourself or someone else who is responsible for monitoring your
system's performance. To enter multiple message recipients, separate the addresses with
commas (jdoe@acme.com, fcheng@acme. com).

Select the check boxes to identify which test states should trigger notifications.

Specify when Traverse sends the notification by entering a value in the Notification should happen
after field and selecting a time unit. Entering O cycles sends notifications immediately.

Specify when Traverse resends the notification for tests that remain in the same (trigger) state by
entering a value in the If this test stays in the trigger state, repeat this action every field and selecting a
time unit. Enter O cycles to prevents the action from repeating.

Select a schedule in the Schedule drop-down menu, or click Manage Schedules to create or edit a
schedule. See Custom Schedules (page 203) for more information.

Note: Remember to avoid overlapping logic between the actions contained in the profile. Otherwise,
a recipient may receive duplicate notifications for a single test event.

(Optional) Create up to four additional actions to execute for this naotification.

10.Click Create Action Profile.

Updating an Administrator Action Profile
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1.

Navigate to Administration > Actions.



2.

3.

Actions and Notifications

On the Manage Administrator Action Profiles page, find the action profile that you want to update and
click Update.

On the Update Administrator Action Profile page, make the desired changes, and then click Update
Action Profile.

Deleting an Administrator Action Profile

1.
2.

3.

Navigate to Administration > Actions.

On the Manage Administrator Action Profiles page, find the action profile that you want to delete and
click Delete.

If you are certain that you want to delete this action profile, on the Delete Administrator Action Profile
page, click Delete.

Setting Administrator Thresholds and Linking Administrator
Action Profiles

Configuring Administrator Thresholds/Action Profiles for a User-Class

1.
2.

3.

Navigate to Administration > Actions.

On the Manage User Classes page, find the user-class for which you want to set admin action
profiles and click Admin Action Profile.

On the Update User Class Admin Action Profile page, select a test from the Test Category drop-down
menu.

Select the tests you want to update from the Available Test Category list and click the right arrow >>
button to move them to the Selected Test Category list.

When the tests display, specify the criteria for available test. See the field definitions in the table
below.

Click Update Actions.

Field Description

Delete Settings Select this check box to delete the test parameters for all listed tests.
You can also select the check box associated to individual tests to delete parameters
for that test.

Admin Class Action The default Administrator Action Profile that is applied to tests of this type.
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Additional Notification Features (On
Premise)

These features are only available in Traverse on premise.

In This Section

Alphanumeric Paging (ON PremiSE).........uuuuuuuuiuiiiiiiiiiiiieiiiiiiiiiiiiiieeeeeeseeeereeeeeeeeee. 135
SMS or Cell Phone Messaging (On Premise) .......cooovviiiiiiiiiiiii 138
Customizing the Notification Content (On Premise) ... 141

Alphanumeric Paging (On Premise)

Note: This feature is only available in Traverse on premise.

To send notifications to a pager using a directly attached modem, select Alphanumeric Pager from the
Notify Using list. Then, specify a Message Recipient in the format PIN@PC, where PIN is the recipient's
Personal Identification Number (usually the pager number) and PC is a 'paging central' location
defined by your Traverse administrator for the DGE that will generate the notification. See Action
Profiles (http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#17491.htm) for detailed instructions.

For example, assume that an administrator has set up a paging central location called sprint that is
used when Traverse sends pages to Sprint customers. A typical pager message recipient might be
7325551212@nextel.

The notification content can be customized on a global basis by the Traverse administrator and
described in.Customizing the Notification Content (page 141).

Configuring Alphanumeric Paging

Traverse can send alphanumeric messages to a TAP/IXO pager using a modem attached to the DGE.
Note that each DGE can have one or more locally attached modems, which ensures maximum
redundancy and fault tolerance in a distributed environment.

Configuring Traverse for Alphanumeric Paging

1. Editthe <TRAVERSE_HOME>/etc/emerald.xml configuration file on the DGEs and add modem
configuration information as described in Modem Configuration (page 135), and paging central
information for the paging service provider as described in Paging Central Software Configuration
(page 136).

2. Edit the <TRAVERSE_HOME>/etc/emerald.xml configuration file on the Web Application and
copy the paging central information for all the DGEs into this file. This Paging Central list is
displayed in the Action Profiles drop down.

3. Create action profiles that use alphanumeric paging as described in Administrator Configured Action
Profiles and Thresholds (http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#17504.htm), and assign
them to tests that are run by this DGE.

4. Restart the Web Application and the DGE components.

Modem Configuration

You can have multiple modems attached to a DGE. For each modem that's attached to the DGE, add
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a modem-config section to the DGE's <TRAVERSE_HOME>/etc/emerald. xml file. If multiple modems
are configured, they are used in the order specified by their device priority parameters. Tthe lower the
number, the higher the priority. For each modem, set the following parameters.

Parameter
sender id

device priority

port

speed
parity

databits
stopbits

Description

The phone number used to identify this modem when sending a page. You can set it
to any phone number representing this DGE.

This modem's priority with respect to other modems attached to the DGE. The lower
the value of this parameter, the higher the modem's priority. When sending a page,
Traverse uses the highest-priority modem that is available.

The port through which this modem communicates.
UNIX: Enter a port in the format /dev/ttySn where nis 0,1,2.
Windows: Use the format COMn where n is the number of the COM port.

The modem's transmission speed, expressed in bits per second.

The type of parity checking, if any, used by this modem. Possible values are even,
odd, and none.

The number of data bits transmitted in each series. Possible values are 7 and 8.

The number of bits used to indicate the end of a byte. Possible values are 1, 1.5, and
2.

Example of Modem Configuration in emerald.xml

<modem-config>

<sender id="3035557777"/>

<device priority="10">

<port>/dev/ttySe</port> <!-- /dev/ttyS or COMn -->
<speed>9600</speed> <!-- bps -->
<parity>none</parity> <!-- none, odd, even -->
<databits>8</databits> <!-- 8, 7 -->
<stopbits>1</stopbits> <!-- 1, 1.5, 2 -->

</device>

</modem-config>

Paging Central Software Configuration
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Every paging service provider has its own central number and modem pool configuration. For each
paging service provider that will be used, add a paging-central child element to the alpha-pager
element of the DGE's <TRAVERSE_HOME>/etc/emerald.xml file. For each service provider, set the
following parameters:

Paging Configuration Parameters

Parameter
name

number

speed

Description
A name that uniquely identifies this service provider to the DGE.

The number the DGE must dial to reach Paging Central, including any prefixes. You
can find many Paging Central phone numbers at
http://www.notepager.net/tap-phone-numbers.htm
(http://mww.notepager.net/tap-phone-numbers.htm) or a similar site.

The highest speed supported by the service provider. Possible values include the
following:

0 (110bps)

2 (300bps)

4 (1200bps)

5 (2400bps)
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e 6 (4800bps)
e 7 (9600bps)
The default value is 5.
parity The type of parity checking, if any, supported by the service provider. Possible values
include the following:
e 0 (none)
1 (odd)
2 (even)
3 (mark)
4 (space)
The default value is 2.

databits The number of data bits supported by the service provider. Possible values are 2 (7
bits) and 3 (8 bits). The default value is 2.

stopbits The number of end-of-byte bits supported by the service provider. Possible values are
1, 1.5, and 2. The default value is 1.

flowcontrol The type of handshaking supported by the service provider to prevent data loss during
transmission. Possible values include the following:

0 (none)

1 (XONXOFF)

2 (CTSRTS)

3 (DSRDTR)

The default value is 2.

The alpha-pager parent element also includes a sender id, which identifies the modem that is used to
communicate with the specified paging central locations, as well as one or more device priority child
elements that specify what port is used.

Note that it is typical to have several <paging-central> definitions since your staff might have pagers
(cell phones) from different vendors, and each vendor has their own phone number for paging. While
creating action profiles, the vendor is specified using the pager-pin@pager-central-name syntax.
If the modem is not available or busy, pages are queued on the DGE. Undeliverable pages older than
1 hour are ignored. Tthese parameters can be controlled via the configuration in emerald.xml also.
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Example Paging Configuration in emerald.xml

<alpha-pager>
<sender id="3035557777"/>
<device priority="10" port="/dev/ttySe" />
<device priority="20" port="/dev/ttyS2" />
<paging-central name="attws"> <!-- name should be unique -->
<number>9998887777</number> <!-- number to dial, including prefix -->
<speed>5</speed> <!-- ©=110bps, 2=300bps, 4=1200bps 5=2400bps, 6=4800bps,
7=9600bps -->
<parity>2</parity> <!-- @=none, 1=odd, 2=even, 3=mark, 4=space-->
<databits>2</databits> <!-- 2=7bits, 3=8bits -->
<stopbits>1</stopbits>
<flowcontrol>1</flowcontrol> <!-- @=none, 1=xonxoff, 2=ctsrts 2=ctsdtr, 3=dsrdtr
-->
</paging-central>

<paging-central name="nextel"> <!-- name should be unique -->
<number>3035551212</number>
<speed>5</speed>
<parity>e</parity>

<databits>3</databits>
<stopbits>1</stopbits>
<flowcontrol>e</flowcontrol>
</paging-central>
</alpha-pager>

SMS or Cell Phone Messaging (On Premise)

Note: This feature is only available in Traverse on premise.

You can send an SMS to a cell phone using supported SMS modems such as the MultiTech iSMS
Gateway (http://www.multitech.com/manuals/s000461f.pdf). Integration details are described below.

You can integrate with the MultiTech iISMS gateway modems (SF100, SF400) to send SMS messages
to cellular phones for notifications. These SMS modems have an ethernet network interface, so they
can be shared by multiple DGEs and are easily serviceable. The same procedure described here can
be used to integrate with other SMS modems.

After completing the initial setup of the SMS modem and testing if it can send messages, you need to
do the following additional steps to integrate with Traverse.

Allow the DGE Access
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= On the Multitech modem specify the network you wish to send alerts from via the API.
= Login to the Multitech Administrative Page, and select Administration from the top menu.
= Select Admin Access, Allowed Networks from the left hand menu.
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» |nthe Allowed Networks box, enter the network, and subnet mask for any DGE's you wish to be able
to alert from, and press the Add button.

Administration | Network Setup | SMS Services | Triggers | Utilities | Import & Export Address Book | Statistics & Logs

Help | Home| Wizard Setup| Save & Restart| Logout

Administration >> Allowed Networks

IP Address Subnet Mask
[Add |
Remote Syslog Note: "First entry corresponds to LAN Network.”
Tools. No. 1P Address Subnet Mask C
Factory Defaults 1 192.168.20.0 255.255.255.0 Static
2 192.168.10.0 255.255.255.0 Edit Delete

Enable the HTTP Send API

= Next, choose SMS Services from the top menu.

= On the left hand menu, select Send API, underneath the SMS API entry.

= Enable the HTTP Send API Status selection, and choose an appropriate port (81 is the default).
= Select Save.

O

Administration | Network Setup | SMS Services | Triggers | Utilities | Import & Export Address Book | Statistics & Logs

Help | Home | Wizard Setup| Save & Restart| Logout

M SMS Services >> SMS API >> Send API

Address Baok HTTP Send API Configuration
Groups
International Number HTTP Send API Status
Send SMS Users HTTP Port | save |
SMS Settings
Send SMS
TCP Send API Configuration

ecene APT TCP Send API Status ]
Load Balancing TCP Port Save
Tnbox
Outbox

Create a user for the Plugin

= Select SMS Services from the top menu. You should already see SMS Services displayed for you.
» From the left menu, choose Send SMS Users.
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= Press Add.
= Fill in the User Name and Password fields with your desired values, and select Create.

—

Administration | Network Setup | SMS Services | Triggers | Utilities | Import & Export Address Book | Statistics & Logs

m e e

Help | Home| Wizard Setup| Save & Restart| Logout

Address Book
—— Fields marked with * are mandatory fields.
International Number User Name =
Password N

SMS Settings Cancel
Send SMS.
5MS API

Send API

Receive APT
Load Balancing
Inbox
Outbox

Install and Configure the Traverse Action Plugin

= On the DGEs that will be sending SMS alerts, unzip the multitech-isms package into the
TRAVERSE_HOME/plugin/actions directory.

= Edit the file multitech-isms.pl and replace the following values with what you have configured
for your environment.

iSMS Plugin Action
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B R S
#### USER CONFIGURABLE OPTIONS ARE HERE ####
B R S

# These are the defaults for the device, and should work
# if the user makes no changes.

my $iSMS = "192.168.2.1";

my $iSMSPort = "81";

my $iSMSUser = "admin";

my $iSMSPass = "admin";

WA R S
HitHH# END USER CONFIGURABLE OPTIONS HHHH

tH HH#

Restart your DGE and Web Application to load the plugin.
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In the Traverse Web Application, you should now have the ability to use SCRIPT: iSMS SMS
Notification as a Notify Using type in your action profiles.

-
TRAVERSE =

CONTAINERS SLA  ACTIONS OTHER PREFERENCES Logged in: zyrion | LOGOUT ABOUT | USER GUIDE | Classicur | @@ E

HoTIFIcATION OPTIONS FOR MESSAGES
Action: Sample Action
oc elds and click 'Update Action Profile’ to confirm. Note: If your notification method is email, you can specify multiple recipients by separating their

de with commas.
*-indicates a required field

m

* Action Profile Name: Sample Action

Action Profie Description:

Action #
Delete this action: B
Suspend this action B
Notify Using: SCRIPT: i3M3 SMS Motification -
* Message Recipient: 5551234567 +15551234568 @
Notify when test is in state: Ok: Warning: [ Critical: Unknown: [
Notification should happen after (0 = immediately): ] cycles -
If this test stays in the trigger state, repeat this action every (0 = never): 0 cycles -
Schedule: Default Schedule «+ Manage Schedules
Select DGE to test this action: dge-1 =
x
A test notification has been triggered from the selected DGE. Please inspect logs on this server to verify that final defivery/execution was successful
Action #2

Delete this action: ]

Note: Multiple SMS recipients are allowed, by separating the phone #'s with a comma. This plugin does
not use the address book, or groups defined in the iSMS admin pages, but support can be added
relatively easily. Phone numbers can be specified in any format, including north american with () and
spaces, such as (555) 123-4567.

Customizing the Notification Content (On Premise)

The notification content for the built-in notifications can be customized by editing the following files in
the <TRAVERSE_HOME>/etc/actions/ directory:

= regular-email.xml

= compact-email.xml

= tap-pager.xml
There can be two sections in each file, one for the test threshold violations (type="test") and one for the

traps and log messages (type="message"). All the variables that are used in the plugin framework (see
the Traverse Developer Guide & API Reference

(http://help.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm)) are available for these notification
XML files as well.

All multi-line text in the <body> parameter is combined into a single line. Any \r\n or \n strings are
converted into newline characters unless they are prefixed by a ~ character. For example, the
configuration

a\r\n

b

c ~d\n

is converted to
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Chapter 11

Monitor Types
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Overview

Traverse has a large number of monitors to handle different management protocols. For routers and
UNIX hosts, the commonly supported protocol is SNMP (Simple Network Management Protocol),
whereas Microsoft Windows supports a native WMI protocol which allows agentless monitoring. In
addition to these, Traverse also supports custom monitors for application such as HTTP, POP, IMAP,
SMTP, Radius, DNS, etc. which allows a single console for all elements of your IT infrastructure.
Numerical metrics collected from the different tests can be automatically post-processed and

converted into delta, rate, percentage rate or percent values. These post processing directives can be
configured using the Traverse web interface or the BVE API.

TCP/UDP Ports Used
These are the various ports used by the monitors (for firewall access):
Monitor Type Port Comments
VMware TCP 443 using vSphere API
SNMP UDP/TCP 161
SNMP traps UDP 162
NCM UDP/161 NCM needs access via SNMP, telnet, ssh
TCP/22
TCP/23
Oracle TCP 1521 Monitor uses SQL queries
Amazon TCP 443
JMX See APPENDIX E: JMX Configuration for App Servers (page
359)
UCSs TCP 443
CUCM TCP 443
XEN TCP 443
CloudStack TCP 8080
VNX TCP 443
Postgres TCP 5432
SMI TCP 5989
Zabbix Agent TCP 10050

Shared Credentials/Configurations
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Most of the tests Traverse provides are based on monitor types that require authentication. Traverse
maintains a list of "shared credentials/configurations" that you can re-use to authenticate multiple tests
on multiple devices. The list is maintained using the Administration > Other > Shared
Credentials/Configuration page. The word "Configuration” is included in the title of this page because
certain monitor types require additional configuration options be passed to a device to test it, beyond
just passing the username and password.

Each shared credential/configuration is identified by its department, name and monitor type. You can
sort the Saved Configurations list by any of these columns to locate the credential you want.

The list is added to dynamically, each time you run network discovery and are prompted to enter
authentications for discovered types of devices. You'll notice these "auto-named" authentications are
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assigned a time-stamp in the name field to give them a unique name. Traverse does not add duplicate
records each time network discovery is run, if the values of the shared credential/configuration are the
same as an earlier entry.

The middle panel shows the number of tests and number of devices that are using this shared
credential/configuration.

Deleting a shared credential/configuration removes it from all the tests that use it. You'll have to apply
a new shared credential/configuration of the same monitor type to enable those tests to return data.

Note: A warning message prompts you to confirm changing the shared credential/configuration for the
selected test. The warning message reads: The selected test is being monitored using a shared
credential, which may also be used by other devices/tests in same department. Any changes to this
configuration will also affect other associated tests and therefore should be updated with caution.

g -
sounsnon Kaseya TRAVERSE

DEVICES CONTAINERS SLA ACTIONS DISCOVERY QTHER PREFERENCES Logged in: raerse | LOGOUT  ABOUT | USER GUIDE | o0 E

Al tests associated with this instance will be affected by the change. Delsting an instance will slso remove

+ @ ¢  Monitor Config Detsils

Vaonitor Typs:
wmi

Descrptv Hame:

wmiz Credentials (suto-generatad st Oct 30 2013, 10:07
PM)

Number of Tests:

257

Numbsr of Devioss:
& |

Craatsd.

Device-Specific Credentials/Configurations

You can also maintain device-specific credentials. Device-specific credentials are created when you
choose to create a new one instead of selecting an existing credentials/configurations. The drop-down
list of existing credentials/configurations displays both the shared and device-specific credentials
available for a selected device.
Manitor Instance: Use Bdsting [ ymi: Credentials (auto-generated at Oct 11 2013, 12:68 AM) [ x|
e Create New
Domain\Username:

kadmin

Fassword:

After the first device-specific credential is created, a new Monitors link displays for the device in the
Modify column of the Manage Devices page.

MODIFY
Update Tests

Update Monitors Tests
Update Tests
Update Tests
At any time you can click the Monitors link to maintain the device-specific credentials/configurations

specified for a device. You can update a device-specific credential/configuration using the Update
Settings button, or delete a device-specific credential/configuration using the Delete Instance button.
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On the Manage Tests page—for device-specific credentials/configurations only—the Monitor/Instance
(*=shared) column provides a link you can click to maintain the credential/configuration for that test. An
asterisk indicates the test is using a shared credential/configuration and no link is provided.

MONITOR/INSTANCE
* = shared)

wmil1

wmil1

Manage Monitor Configuration

Any time you re-configure an individual test manually using the Update Test page, if a credential is
required, the Test Sub Type field displays a Manage Monitor Configuration link. Clicking this link redirects
you either to the Manage Shared Credentials/Configuration page or the device-specific
credentials/configuration page, whichever applies.

Internal Object ID: 225644
Test Sub-ype: wmilhost_ctk_switch Manage Monitor Configuration
* TestName: [Context Switches|
* Interval: 5 min El

SNMP

SNMP is a commonly supported management protocol for most routers and switches. It is a simple
protocol where a management system (such as Traverse) queries devices (such as routers and
switches) for metrics, and the devices respond with the values for the queried metrics. Traverse
supports all versions of SNMP (v1, v2c¢ and v3) and has a very efficient polling engine which reduces
network traffic further by multiplexing multiple queries to a host in a single packet.

SNMP v1 and v2

To monitor an SNMP device using version 1 or 2c, all that is required is the correct SNMP community
string which will allow querying the remote host. This community string (by default set to public) is
specified on the Device Management page in Traverse. Keep in mind that most modern devices have
access control lists which restrict which hosts can query it using SNMP. If such a list exists, you must
enable access for the Traverse host. See Installing SNMP Agents (page 341), for details on installing
SNMP agents on specific hosts.

SNMP v3
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SNMP version 3 has extended security features built in which require additional configuration. Instead
of a community string, SNMP v3 has a username and an optional password, and an optional data
encryption option. In Traverse, you would specify these SNMP v3 parameters by setting the
community string field as follows:

username : password : encryption_phrase
Example:
myUser:myPassword:encryptMe

You can then select if the password should be encrypted using MD5 or SHA1 (it must be at least 8
characters long). You can also select from one of the data encryption types of None, DES or AES.
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SNMP MIB

Information in SNMP is organized hierarchically in a Management Information Base (MIB). The
variables in the MIB table are called MIB objects, and each variable represents a characteristic of the
managed device. Each object in the MIB table has a unique identifier, called an Object ID (OID), and
these are arranged in a hierarchical order (like in a tree).

The standard MIB variables typically start with the OID prefix of "1.3.6.1.2.1" which translates as
follows:

iso(1). org(3). dod(6). internet(1). mgmt(2). mib-2(1)
Example of the OID for getting the description of a device:
system.sysDescr.0 = .1.3.6.1.2.1.1.1.0

Old legacy management systems required "loading" a MIB file for every device that needs to be
monitored. This method was cumbersome, and required the user to correlate the different parts of the
MIB tree to get a useful metric like "line utilization". Traverse uses an external XML library of SNMP
variables, which eliminates the need to load MIB files since all the relevant MIB variables and the
post-processing rules for each variable are stored in industry standard XML format. See Advanced SNMP
Tests (page 189) and Using the MIB Browser (page 190).

Security Concerns

You can set up the community string on the router or switch to allow read-only SNMP queries or also
allow "setting" variables. It is recommended that you only allow "reading" SNMP variables for security
purposes and disable setting of the SNMP parameters.

RMON2

RMONZ2 support in network routers and switches allows gathering metrics on the type of network traffic
using SNMP. You need to configure the RMONZ2 enabled device (interface) to log the type of traffic
(instructions are implementation/hardware/vendor specific). By default, most RMON2 implementations
monitor common ports, like TCP/http, TCP/telnet, UDP/dns, etc. Some vendor devices will not respond
to RMON2 queries for a protocol until at least one packet of that particular type has crossed that
interface (i.e. the stats table for that protocol will be empty and the host returns an invalid response to
an SNMP query). So even if the RMON2 interface knows about SSH, no SSH specific stats will show
up on the stats table, and therefore in the Traverse auto-discovery.

The RMON2 protocol allows defining additional protocols that can be monitored in addition to the
default ones. For details on how to determine the protocol identifier, see RFC-2074 at
http:/lwww.ietf.org/rfc/rfc2074.txt (http://www.ietf.org/rfc/rfc2074.txt).

IP-SLA (SAA)

IP Service Level Agreements are a built in feature of Cisco IOS which measures response times of
various business critical applications at the end-to-end and at the IP layer. Cisco's IP-SLA feature uses
active monitoring to generate traffic for VolP, FTP, SMTP, HTTP and other such protocols and then
measuring the performance metrics for accurate measurement.

Traverse can actively retrieve these IP-SLA metrics and trigger alerts when these measurements
indicate degradation of the SLA performance.

Monitoring Windows Hosts Using WMI

Traverse can monitor Windows hosts using the native Windows Management Instrumentation (WMI),
which is installed by default on all Windows 2000, XP and 2003 or later versions, and available as an
add-on for other Windows hosts.

Your Traverse Cloud instance includes a WMI Query Server. WMI queries are sent to monitored hosts
on TCP/UDP port 135 (which is the DCOM port).
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Note: See Configuring Windows WMI (page 367) for assistance on how to enable WMI on hosts.

Entering Windows Login Credentials Used by WMI

Each Windows host that you want Traverse to monitor through WMI must have a user account that the
WMI Query Server can access (with administrative permissions to access various system tables). You
can specify these credentials after performing network discovery in Traverse using the Administration
> Discovery > New Network Discovery Session link. The following panel displays after network
discovery has run and discovered one or more Windows Servers.
Login Credentials for Windows Sernvers:
Please specify the login credentials (up to 3 in DOMAIN\username Username Password
or \username format) that should be used to access the selected

Windows servers. The appropriate credential will be chosen
during the discovery task. Username: Password

Continue To MNext Step | Discard Discovery Resulis | | Start New Discovery
Enter credentials for up to three Windows domains.
Examples

DOMAIN1\username password
DOMAIN2\username password
.\username password

Username Password

Note: Enter an administrator username in \username format to access Windows systems that do not
belong to a Windows domain. Do not use the localhost\username format.

If the Windows host to be monitored is part of a domain, you will need the username and the
corresponding password for a user who is part of the Domain Administrator group. The WMI Query
Server will use this user's credentials to connect to the Windows hosts being monitored for retrieving
the WMI performance information.

Process Monitor

The Process Monitor for servers collects performance metrics such as CPU, disk 1/0, memory, etc. of all
processes on servers running Windows, Linux, Unix and other platforms. Currently, the following
methods are supported for retrieving process data:

= WMI (on Windows platforms)

= SNMP (net-snmp and variants, on all Linux, Unix, IBM platforms)

Note: The Process Monitor only collects performance metrics and displays and reports on that data. Alert
thresholds and notifications cannot currently be set using Process Monitor.

Enabling the Process Monitor
Edit the device you wish to enable process monitoring on, and select the Enable Process Collection
checkbox. You will need to select the monitor type appropriate for your host, and you will be able to use
any existing credentials, or create a new set of credentials.

Enable Network Configuration Management:
Enable Process Collection: Vv

*Process Colector Type:  {SNMP i
@ |se Existing agentBatchMode=1; agentCommunity="****** agentPort=161; agentVersion=2; v3Au -

Monitor Instance: Create New

Submit | | Reset | | Cancel
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Note: You will need to reload the Device Summary screen once you have made this change, for the Process List
entry to become available.

Using the Process Monitor
1. Navigate to a Device Summary page for a device.
2. Click the Process List link.

-
L8 "t
STATUS ADMINISTRATION Kaseya T'Spﬁ.y:NE'rﬂs E. =<

v+ zyrlon | LOGOUT  ABOUT | W

DEVI: A TS P
Device Summary = "2 smeagol {192.168.100.51) Tue Jul 16 2013 2:21 PM US/Pacific La]

Summary Correlation | RecentEvents | Process List Flow Analysis  Additional Tools
» Device Health T | v Tests croup: (W] o] Q f show: L@ | wsen [HETOR
Status Tast Nama Result Tima Duration WarniCrit a
- -
. l l 4 J APPLICATION 'l
T -] MySQL: Skow Queries 0 query/s 235 21d 0419 15/50
[-] MySQL: Total Requests 0 querys Z25PM 21d 0419 500,/2500
© Memory — ———
2% (-] Apache Server Traffic Okbps 225 1315 B0000/150000
Traverse MySCQL:Total Requests Z35PM lesd 1111 500,/2500
BT D e raverse MySCL- Total Reques! 15 query/s Y

3. The process list Ul can (depending upon the data available from the SNMP or WMI agent on the
server) present you with CPU utilization by process, Memory utilization by process, and Disk I/O
activity by process. Additionally, Traverse will show you the PID (process ID), how long Traverse
has observed the process to be running, and how many instances of the process are currently
running. Traverse will also provide on the left hand side of the screen, a Top 5 graph for the last
24 hours, of CPU consumers, Memory Consumers, and Disk I/O Consumers (when available).

< =
asfa TRAVERSE
n: zyrion | LOGOUT ABOUT | USER GUIDE W@

STATUS DASHBOARD CONFIG MGMT REPORTS ADMINISTRATION

CONTAINERS DEVICES SLA EVENTS

Device Summary = T smeagol (192.168.100.51) Tue Jul 16 2013 2:31 PM US/Pacific @

¥ Top 5 CPU Usage (12h) - (%, ~ Processes Q Last Collection:  Tue Jul 16 2013 2:31 PM US/Pacific
Process Name 2a co. D Runiing Ti- CPU% 1V Memory  DistiiO
e > java 8 (multipl 2% 1002304 KE Ti
40 acpid 2531 13 days 1812:3 0% 432 KB \
0 aio/0 183 62 days 23:24:5¢ 0% 0KB |
3:00 AM 5:00 AM 7:00 AM 9:00 AM 1100 AM 1:00 PM aio/1 184 szays 23245 0% 0KB ‘
B watehdogr1 (7) [l] imap-togin 23301 )] imap (31266) ] java (15851) anvil 1981 5days0027:59 0% 952K8
». rpeiod/0 ( 2328) ata/0 373 62days 23245 0% 0KB
S e S ata/1 374 62dys23285 0% 0KB
600000 ata_aux 375 62 days 2324:5¢ 0% 0KB
atd 3117 13 days 18:12:31 0% 348 KB
400000 |
audispd 2158 13 days 18123 0% 676 KB
200000 auditd 215 13days18123 0% 660 KB
o automount 2621 13days18123 0% 788 KB
300AM  500AM  7.00AM  9:00AM  1100AM  1:00PM ¥ bash 2 (mudtipk 0% 3,032K8
B jeva (16220 ) [ jova (16008) [ java (15942) [ java (16069)[l] clomd (3213) bash 10642 003604 0% 1548 KB
p bash 17612 05:2219 0% 1484 KB
» Top 5 Disk /O (12h) - (b/s)
bni2i_thread/0 1737 13 days 1812:31 0% OKB
bn2i_thread/1 1739 13 days 1812:3( 0% 0K8
damd 3213 13days1812:3 0% 188,008 K8
aicwg 1732 13days 181231 0% 0K8
config 22987 05:04:18 0% 2,780 KB
cqueve/0 104 62 days 2324:5¢ 0% 0KB
cqueve/1 105 62 days 2324:5¢ 0% 0KB
caond 2939 13 days 18:12:3 0% 960 KB ‘:
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4. Mousing over the process name, will highlight a flashlight icon, which can be selected to provide a
24 hour report of the data collected for that process. This report can be saved out in PDF format,
or the parameters may be saved so that you can run it again at a later date, or as a scheduled
report. A sample of the PDF output is shown.

Description: Process Performance Snapshot

Device Selection: smeagol

Time Range: Last 24 Hours

Generated At: Tuesday, July 16, 2013 2:39:00 FM PDT

Process Instance Statistics by Metrics
July 15, 2013 2:39:00 FM POT - July 16, 2013 2:39:00 PM FDT

Host: smeagol

Process ID: 15251 Process Start Time: 7/15/13 11:08 AM
Frocess Name: java Process Status: Running
CU Parameters: -Xmx256m -Djava.ext.dire=/usr/local/traverse/appe/ire/lib: fusr/local/traverse/apps/ire/lib/ext: fusr/local /traverse/webapp/
WEE-IN
Metric Name Min Max Mean
CPU Utilization 2% 2% 2%
Physical Memory Utilization 53,372 kb 56,186 kb 54,805 kb
‘CPU Utilization History Physical Memory Utilization History
July 15, 2013 2:39:00 PM PDT - July 16, 2013 2:23:00 PM PDT July 15, 2013 2:39:00 PM PDT - July 16, 2013 2:39:00 PM PDT
1on BE, 204
Ay
o0 55170
44,136
2]
E 33102
40
22,088
a0 11,034
n
1@:00 an:nn 0f 00 i1zmn0 1@:00 aoan 0&: 00 L1200
Time Time
Dsmeapol - java 1 5851 Clsmeagol - java 05851

At this time, Traverse only supports this data collection through SNMP, and WMI (Support for
other agents such as NRPE, Munin, Zabbix, etc. is also being considered). Process collection is
not available for non-server devices (routers, switches, load balancers, etc).

JMX Monitor

The Java Management Extension (JMX) monitor collects availability and performance metrics of Java
applications. Similar to SNMP and WMI monitors, various applications (such as Tomcat) expose
relevant metrics through the JMX monitor. See JMX Configuration for App Servers (page 359).

Note: If you have a firewall, you might need o update your firewall rules since the return JMX
connections from the Java application are made at randomly high TCP port numbers.

Apache Web Monitor

Traverse can monitor various performance metrics from Apache directly from the http server process.
The Apache server will need to be compiled with mod_status support. By default this module should
be included in the build process.

Verifying the mod_status Module
1. Execute the following commands to verify that the mod_status module is installed. Windows:
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cd \path\to\apache
bin\httpd -1 | findstr "mod_status"

2. If the output shows mod_status.c, then this module is included in the Web server.
The mod_status module needs to be enabled in httpd.conf.

SQL Performance Monitor for Databases

You can issue SQL queries to databases and measure the response time for the query, or even verify
that the return value matches any specified value. Note that this is separate from monitoring the
internal metrics of databases, which is done using WMI or SNMP. Standard JDBC drivers are included
for the most commonly used databases: DB2, Microsoft, Oracle, Sybase, MySQL, PostgreSQL.

Adding a Database Specific Test
1. Navigate to Administration > Devices.
Click Tests link for a database server.
Click on Create New Standard Tests.
Select Create new tests by selecting specific monitors option.
Select sql_value and/or sql_query monitors.
Click on Add Tests.
Select the type of database on the next screen.
On the next screen select the parameters used to create the test.

O N aR WD

Creating sql_value test

This monitor performs a synthetic transaction and retrieves a numeric result that is then compared
against the configured thresholds. The SQL query specified must return a single column with numeric
value. The following parameters must be provided for successful test execution:

Parameter Name Description

JDBC Driver com.ibm.db2.jcc.DB2Driver

Username & Password Database userID & password

Database Valid database name

Port TCP port used by database

Query SQL query without the trailing semi-colon (; ) for DB2

Note: Unlike MySQL, the DB2 JDBC driver does not require that you terminate the query with a
semi-colon (;).

Creating sql_query test

This monitor performs a synthetic transaction and measures the time required to complete the
operation. The parameters are similar to the ones in sql_value test.

Make sure to provide a meaningful name for the test and select/enable the checkbox next to the test
name.

Troubleshooting

Once the test(s) has been configured with appropriate parameters, Traverse DGE will start to perform
the synthetic query at specified interval. In the event the DGE is unable to communicate with the
database, the test will be shown with UNKNOWN or FAIL icon (depending on the nature of the
problem). Clicking on the icon should open a pop-up window with useful diagnostic message.
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Additionally, the TRAVERSE_HOME /logs/monitor.log on any system hosting a DGE extension will
show any errors during test execution.

2012-09-24 16:22:17,252
sqlquery.SQLQueryResultFetcher[ThreadPool[ParallelPluginTestIssuer$PluginSynchron
izer]]: (INFO) 192.168.9.119: testConfig=3190004; Unable to connect to database
jdbc:db2://192.168.9.119:50002/SAMPLE

2012-09-24 16:23:17,221
clients.NetworkClient[ThreadPool[SynchronousNetworkMonitorCommunicator]]: (INFO)
Problem while trying to get connection to jdbc:db2://192.168.9.119:50002/SAMPLE :
[jcc][t4][2043][11550][3.63.123] Exception java.net.ConnectException: Error opening
socket to server /192.168.9.119 on port 50,002 with message: Connection refused.
ERRORCODE=-4499, SQLSTATE=08001

Monitoring MySQL Performance

Create a shared or device-specific credential/configuration for MySQL Performance testing by entering
the following values:

= TCP Port - Enter the port against which to execute the test. The default MySQL port is 3306.
= Login Username - Enter your MySQL username.
= Login Password - Enter your MySQL password.

= Database Name - Enter the name of the MySQL database against which you want to execute the
tests.

Selected Monitor: MySQL Performance
Monitor Instance: @ Create New
“TCP Fort 3306

" Login Usemame. |mysgq|
* Login Password

Database Mame (Unused)

Monitoring Internet Services
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Traverse has built-in monitors for all internet services such as:
= POP3 - simulate a user and log in to the POP server
= |IMAP - simulate a user and log in to the IMAP mail server
= SMTP - connect and issue the SMTP handshake
= FTP - simulate a user and log in to the FTP server

= HTTP/HTTPS - download a page and check if it can be downloaded completely. Also see the URL
Transaction Monitor (page 153) below.

= DNS - query and match the response from the DNS servers

= Radius - make a query to the radius server

= DHCP - request an address from the DHCP server
These require parameters custom to each service in order to do a complete synthetic transaction and
test the service. The provisioning of these tests is described in Managing Standard Tests (page 160).

Traverse measures the time to complete each transaction, and raises an alert if the response time
exceeds the warning or critical thresholds. It also generates an alert if the transaction is incomplete or
cannot be completed or times out.
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URL Transaction Monitor

Traverse has a built-in monitor to simulate a user logging in to a web site, filling in a form or clicking on
a series of links and expect to see the complete transaction similar to an end user. This is different from
the HTTP/HTTPS monitors which just test downloading of a single page, since this monitor can walk
through a complete series of pages like a user transaction. See Web Transaction Tests (page 188) for more
information.

Web Services Monitor

The Web Services monitor supports a number of special vendor specific protocols including: Cisco
AXL for Unified Communications & VolP, Cisco UCS Virtualization Platform, etc. To add a UCS or
special device for monitoring, just select the UCS (or other appropriate) monitor type while creating the
device in Traverse.

Cisco VolIP Call Data Records

The Traverse VolP module includes analysis of CDR and CMR records from Cisco Call Manager. The
Cisco Call Manager must be configured to export the call detail records CDR) and call management
records (CMR) to Traverse.

Cisco Call Manager (CUCM) uses FTP or SFTP to transfer these records to one or more "billing
servers" - this is configured using the CDR Repository Manager (see the Cisco Unified CallManager
Serviceability Administration Guide
(http://mww.cisco.com/en/US/docs/voice_ip_comm/cucm/service/5_1_3/ccmsrva/sacdrm.html) for more details on how
to configure the CDR Repository Manager). When setting up for Traverse, the DGE would be one of
the "billing" servers.

You will need to setup an FTP (or SSHD based server for SFTP) server on the DGE where the CUCM
device is provisioned. On Linux DGEs, you can use the standard sshd for this purpose. On Windows
platforms, you can use the freeSSHD application if you would like to setup a SFTP server.

Configure the Cisco Call Manager to send the CDR records to the
TRAVERSE_HOME/utils/spool/cmr/input/NN directory on the DGE where NN is the department
serial number. The department serial number may be obtained by logging in as superuser and
navigating to Administration > Departments > Update. The Internal Object Id is the department serial
number. As soon as the CDR records are placed in this directory, they are processed by Traverse
automatically and used to generate CDR reports and metrics.

A DGE can accept CDR/CMR records from multiple Call Managers.When provisioning CMR tests, you
need to specify the cluster ID in Traverse. For multiple CUCM instances that are not part of the same
cluster, they will need to have different names to send data to the same DGE. Even though the CMR
records will be in the same directory, the DGE automatically associates the data against the correct
CUCM by comparing the clusterID information.

Configuring Windows freeSSHd

1. Download freeSSHd for Windows: www.freesshd.com (http://www.freesshd.com).
Run freeSSHd.exe as an Administrator
Choose to create private keys, and run FreeSSHd as a system service when prompted.
Doubile click the FreeSSHd desktop shortcut, an icon should show up in the system tray.
Click the icon, it should open the settings. The SSH server should already be running.

ok wn
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6. Click the Users tab to add a new user. | set up a login for my local Windows administrator account,
and used NT authentication, so the Windows password will be used. Authorize the user to login
with shell and SFTP, and click OK.

7. If afirewall is active on the server, you also may need to add an exception for TCP port 22.
8. Test the connection with a SFTP program such as WinSCP or Filezilla.
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Configuring WMI in Unix (On Premise)

This feature is only available in Traverse on premise.

In This Chapter

WMI Monitoring from @ UNIX DGE ...........uuiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiseieeeeeeeeeeeeeeeeeeeeeeenene 156
Traverse WMI Query Server Installation for Traverse on UNIX ..........cvvvviiiiiiiieennnnnns 156
ACCESS REQUITEIMEINES ....eeiiiiiiiiiieeeeeeee ettt eeeeet et e et e e e e e e e e beees bbbt b bbb bbb bbbbbb bbb bbbbbbbeenes 157
DGE Configuration for ProxXy WIMI SEIVET ... 158

WMI Monitoring from a UNIX DGE

To perform WMI monitoring from a UNIX DGE or DGE extension you must install and configure a
Traverse WMI Query Server as a "proxy" on a Windows system that can access the Windows hosts to
be monitored. Note that there is a corresponding WMI Event Listener program (nvwmiel) to monitor
Windows events using WMI. See The Traverse WMI Event Listener
(http://help.kaseya.com/webhelp/EN/TV/9030000/index.asp#17211.htm).

UNIX '\’
- Il
’E /WMI Query Server
UNIXE j
DGE
monitored host monitored host monitored host
Relationship Between DGEs, WMI Query Server, and Monitored Hosts

Traverse WMI Query Server Installation for Traverse on
UNIX

Note: You only need to install the WMI Query Server if your Traverse installation is on a UNIX server. The WMI Query
Server is automatically installed on Windows DGEs and DGE extensions.

The WMI Query Server (nvwmiqgd) should be installed on a Windows machine which has access to the
Windows hosts being monitored using NetBIOS.

WMI Query Server System Requirements
Install the Traverse WMI Query Server on a system that meets or exceeds the following requirements:
= Pentium Il processor or greater, 512MB RAM, 25MB free disk space
=  Windows 2000/2003/XP/Vista (English only)

Installing the Traverse WMI Query Server

1. Test if the Windows machine you want to install the WMI Query Server on has access to the
Windows hosts being monitored by typing the following at a Windows command prompt:
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NET VIEW \\remote_host

2. Download the WMI Query Server (wmitools-x.y.z-windows .exe) from the Traverse CD-ROM
or the Kaseya Support (https://helpdesk.kaseya.com/home) site and save the file to a temporary directory.
For example: C: \temp.

3. Double-click wmitools-x.y.z-windows.exe.

Read the Introduction, and then click Next to continue.

5. Optionally, in the Choose Install Folder window, specify the folder in which you want to install the
WMI Query Server. Click Next to continue.

6. In the Pre-Installation Summary window, review the configuration options. If they are correct, click
Install to continue.

7. After the installation completes, click Done to close the installer.

»

Configuring the WMI Query Daemon to Run Under a Different Account

If you do not specify login credentials when you add a test to a device, the WMI Query Server by default
uses the username and password of its local system account to access the monitored Windows host.
However, this account typically does not have the necessary rights to access remote Windows servers.
If you want the WMI Query Server to use a specific account as the default, do the following steps.

1. Navigate to Start > Run.

Execute services.msc.

Double-click the Traverse WMI Query Daemon service in the list of services.
Click the Log On tab.

Select This account, provide the username and password for the credentials you want the service
to use, and then click OK.

6. Restart the Traverse WMI Query Daemon service.

arwDn

Access Requirements

Each Windows host that you want to monitor through WMI must have a user account that the WMI
Query Server can access (with administrative permissions to access various system tables). You can
specify these credentials after performing a discovery in the Traverse Web Application (Administration
> Other > Device Discovery & Import > New Network Discovery Session).

Login Credentials for Windows Servers:
Please specify the login credentials (up to 3 in DOMAIN\username Username Password
or \username format) that should be used to access the selected

Windows servers. The appropriate credential will be chosen
during the discovery task. Username Password

Username Password

Continue To Mext Step | Discard Discovery Results | | Start New Discovery
Enter credentials for up to three Windows domains.

Examples:

DOMAIN1\username password
DOMAIN2\username password
.\username password

Note: Enter an administrator username in .\username format to access Windows systems that do not
belong to a Windows domain.

» |f the Windows host to be monitored is part of a domain, you will need the username and the
corresponding password for a user who is part of the Domain Administrator group. The WMI
Query Server will use this user's credentials to connect to the Windows hosts being monitored for
retrieving the WMI performance information.

= |f the hosts are configured in one or more workgroups, and not part of a domain, then each host,
including the host where the WMI Query Server is being installed, will need to have the same
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password for the administrator user, or have another such common user which is part of the
Administrators group.

DGE Configuration for Proxy WMI Server

If you have any UNIX DGEs which need to use the WMI Query Server on a Windows machine as a
proxy, edit the following parameters in <TRAVERSE_HOME >/etc/dge.xml:

<wmiQueryServer>

<host name="my_host_1" address="1.1.1.1" port="7667" username="wmiuser"
password="fixme" />

</wmiQueryServer>

Restart the DGE so that the changes can take effect.

dge.xml Parameters
The parameters in the dge.xml file are as follows.

Parameter Description

host name A unique, descriptive name for the WMI Query Server host that this DGE uses for WMI monitoring
(e.g., Denver_WMI_QueryHost).

address The IP address of the WMI Query Server host, in dotted quad notation. If the DGE is running on
Windows, this will be set to 127.0.0.1

port The TCP port on the WMI Query Server to which the DGE connects. This must match the port

parameter in the nvwmiqd. ini file on the WMI Query Server.

username The username that the DGE uses to log in to the WMI Query Server. This must match the
username parameter in the nvwmiqd. ini file on the WMI Query Server.

password The password that the DGE uses to log in to the WMI Query Server. This must match the
password parameter in the nvwmiqd. ini file on the WMI Query Server.

You can have up to 4 DGEs using a single WMI Query Server as a proxy.
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Overview

This chapter describes how tests are selected, created and configured. It also discusses ways to
create, apply and manage tests quickly across hundreds of devices at the same time. The purpose,
settings and special requirements of different types of tests are discussed.

Note: Monitor Types (page 143) discusses the different types of protocols, authentications and
configurations Traverse uses to connect with devices. Each test provided by Traverse uses a specific
monitor type to execute the test. Most of the monitor types support a broad range of tests.

Managing Standard Tests

Creating Standard Tests
1. Navigate to Administration > Devices.

2. In the Manage Devices window, find the device for which you want to provision tests and click Tests.
The Manage Tests page displays.

ManAGE DEVICES

page [1 of 1 @8
*name* or periSre m

Create A Device
Test Baseline Management

. Advanced Search
Device Dependency
-
DEVICE NAME ADDRESS DEVICE TYPE STATUS LOCATION MODIFY
|:| Cizsco Router 755212578 IP Router .}, Corporate Office Update Monitors Tests
[F] corporate Website WW W ZyTion.com Linux/Other Unix Corporate Office Update Monitors Tests
atabase Server 168, inu er Unix orporate Office pdate Monitors Tests Logs
Diatabs St 192.168.10.22 Linux/Other Uni Ci te Offi Update Monit: Tests L
|:| Email Gateway mail.zyrion.com Linuz/Other Unix Corporate Office Update Tests

3. In the Manage Tests window click Create New Standard Tests. The Add Standard Tests page displays.

ApD STAnDARD TESTS

Department: Customer F

Device: HR-XP3202-RC

Select the types of tests you want to your device and whether you want to auto-discover for tests

Test types marked with a ™ will be auto-discovered if the auto-discovery option is selected
Create new tests using an Application Profile (Filtered Discovery)
Create new tests using a Device Template

. Create new tests by selecting specific monitors

? Perform auto-discovery of supported (*) testtypes

Available Monitor Type(s):

* apache * cmr * cucm

dhcp dns * internet

* jmx Idap mysql

nrpe ntp * oracle

* pasql * ping radius

rpc_ping * snmp sql_guery

sqgl_value * ucs * ymware
*wmi * xen

[Add Tests] [ Resst ] [ Cancel ]

4. Select one of the following options.

» Create new tests from following Application Profile - When you select this option, the Application
Profile Name selection box displays with a list widely-used applications and devices. The listis
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a collection of SNMP and WMI metrics that Traverse can automatically discover. Each entry
is associated with one or more standard and proprietary SNMP MIBs, Windows
services/applications, or a functional grouping of metrics from different monitors. See
Application Profiles (page 184) for more information. Select one or more application profiles and
go to Step 5.

v" You can select multiple application profiles using the Shift and Ctrl keys on your
keyboard.

v" When you click Add Tests, the test associated to each selected profile displays (as the
filter for subsequent test discovery) in the Filter Tests page.

v"In most cases the SNMP Test page or the WMI Test page, or both display. For
example, the Cisco Call Manager profile includes metrics that are collected using
both SNMP and WMI.

Create new tests using a Device Template - Displays only if linked device templates have been
created. Select this option to add tests based on a device template (see Linked Device
Templates (page 196) for more information).

» Create new tests by selecting specific monitors

v Select Perform auto-discovery of supported (*) test types if you want Traverse to
auto-discover tests for monitors types designated with an asterisk (*).

v In the Available Monitor Types list, select the monitors that include tests that you want to
provision for this device. See Supported Monitors and Tests (page 349) for the list of
available monitors/tests.

5. Click Add Tests. A page similar to the example below displays. A few monitor types have only one
test and do not require specifying a credential. In this case this page does not display.

Create New Tests: Step 2 - FiLter Tests To Create
Department: Customer F
Some test types may have several subtypes. If you are interested in only specific tests, select them from the lists and and click "Continue”

Selected Monitor: Windows Management Instrumentation
Monitor Instance: @ Use Existing | ggministrator - wmi E|
Create Mew
Test Categories: [T oy Availability (WMI)

If one or more already provisioned tests are discovered, show a duplicate instance instead of ignoring them

[ Continue ] [Reset ] [Cancel I

6. Set the following options on the A Create New Tests: Step 2 - Filter Tests to Create page.

>

>

>

Monitor Instance - Most tests require you to select a shared or device-specific
credential/configuration.

v Use Existing - Select an existing shared or device-specific credential/configuration.

v Create New - Create you new device-specific credential/configuration.
Test Categories - Unselect the specific tests you don't want to create. By default all tests are
selected.
If one or more already provisioned tests... - If checked, Traverse discovers a provisioned test of
the same subtype already exists for this device, the test subtype displays and you can
provision another test of the same subtype for the device. If blank and some of the
configured parameters for the test do not match the rediscovered parameters (such as max,
and OID), then the test displays so that you can update the values.

7. Click Continue. A Create New Tests: Step 3 - Configure test parameters page displays.
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Note: The test parameters that display on this page differ for each test. See Standard Test Parameters
(page 165) for a description of basic test parameters that typically display for each monitor type.

Suspending or Resuming Tests
Use the following procedure to suspend or resume selected tests for a single device. You can also
suspend or resume all tests on selected devices.
1. Navigate to Administration > Devices.

2. On the Manage Devices page, find the device whose test(s) you want to suspend or resume, and
then click Tests.

3. On the Manage Tests page, select the test(s) you want to suspend or resume in the Select column.

4. In the Apply the following updates to the tests selected above area, select Suspend or Resume, as
appropriate, from the Modify Test list.

5. Click Submit to suspend or resume the test(s).

Note: When you resume a suspended test, the test is rescheduled to run on the monitor. If you visit the
Test Summary page for the device that the test is on, you may see an unknown (question mark) icon in the
status column. This indicates that the test has been rescheduled, but that its status is not yet known
because it hasn't yet run. After the test runs, the unknown icon is replaced with the appropriate status
icon.

Deleting Tests

Use the following procedure to delete selected tests for a single device. You can also delete selected

devices.

1. Navigate to Administration > Devices.

On the Manage Devices page, find the device whose tests you want to delete, and then click Tests.
On the Manage Tests page, select the tests you want to delete in the Select column.
In the Apply the following updates to the tests selected above area, select Delete from the Modify Test list.
Click Submit to delete the tests.

ok wn

Updating Multiple Tests

You can update multiple tests at the same time using the Manage Devices page.

MONITOR/INSTANCE FOLLING VWARN/CRIT ACTION SCHEDULE STATUS MODIFY

LIRS [* = shared) INTERWAL THRESHOLD PROFILE

Pamstioss ping on 3m 05 E0100 None Detut Soenuk

Rownd Trip Time ping on 3m O 2501500 Hore Defaul Schedike &®

Apply the foi iates to the tests ssisctsd sbove:

A3

1. Navigate to Administration > Devices.

2. On the Manage Devices page, find the device whose test(s) you want to update, and then click
Tests.

3. Select one or more tests.
4. Update any of the following drop-down lists.
» Modify Test - Update, Suspend, Delete, Resume, Suppress

> Action Profile - An action profile (page 122) with an asterisk indicates a default action profile
created by an adminstrator.

» Test Schedule - Selecting a schedule (page 203) limits testing by time of day or by weekday.
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Warning Threshold

Critical Threshold

Test interval

Flap Prevention Wait Cycles - Sets the number of cycles to show the TRANSIENT state when a

test changes states. For example, if flap-prevention cycle is configured to be 2, and a ping
test is configured for 3 minute interval, when the ping test switches from OK state to
WARNING, until the test remains in the new state for 2 additional cycles (6 min), on the Web
application the test will be shown in TRANSIENT state.

> Adaptive Threshold - Use the Test Baseline Management link to configure adaptive thresholds for
multiple tests.

5. Click Submit to save your changes.

Updating a Single Test

Click the Modify &9 icon on the Administration > Devices > Tests > Manage Test page to update the
properties of a single test using the Update Test page. When you create a standard test, you usually only
see and set the primary properties available for that test. After the test is created, you may see
additional properties on the Update Test page. The properties will differ, depending on the test.

Internal Object ID:

Test Sub-type:

* Test Name:

* Interval:

* Adaptive Threshold:
*Warning:

* Critical:

Units:

Flap Prevention Wait Cycles:
Schedule:

Action Profile:

WHI Property:

Result Muttiplier:

Maximum Value:
Post-Processing Directive:

As Test Value Rises, Severity:

Suppress

Suspend

225904

wmilhost_ctx_switch Manage Monitor Coenfiguration

Context Switches
5 min E|
3500

8500

switch/sec

System Default El

Default Schedule E| Manage Schedules
None [=]
WVin32_PerfRawData_|

1

0

Rate E|
Ascends  [w]

from isplay @

notifications @
lgnore condition on summary pages (applicable to tests only):
@ until condition changes
for |30 minutes E|

unti [ Nov [=] [18[=] 2malz|

[suomit| [Reset| [cancel]

The following is a list of the most common, additional properties you can set by updating a single test
using the Update Test page. You'll notice for SNMP and WMI in particular, that Traverse has already set
these to default values for the standard tests you have created.

Field
Units

Description

The unit of measurement varies depending on the test. You can edit the Units field
only by using the Update Tests page.
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Post Processing Directive

As test value rises,
severity:

Test Autodiscovery

The computation applied to the test result after it has been multiplied by the Result
Multiplier. Options include:

o Percent = current polled value / Maximum Value (e.g., current polled
value represents 20% of total disk space).

o Delta = current polled value - last polled value (for example, 3 MB of disk
space used since last poll).

o Delta Percent = (current polled value - last polled value) / Maximum Value
(e.g., the difference between the current value and the last value
represents 2% of total disk space).

¢ Rate = Delta / time between polls (e.g., rate of disk usage is 3 MB in 5
minutes).

o Rate Percent = percentage change since the last poll (e.g., rate of change
measured as a percentage of the whole is 2% of total disk space in 5
minutes).

o Rate Invert = perform a rate calculation (2 consecutive poll, measure
delta, divide by time) and then subtract the value from the configured
maximum. Similar to Reverse Percent, but does not perform the %
calculation.

o Reverse Percent = the difference between 100% and the percentage
represented by the last polled value (e.g., last polled value for a disk
usage test represents 20% of total disk space, so the reverse percent is
80%, which is the amount of free space).

o HexString to Long = poll an expected hexadecimal (base 16) value to
convert it to base 10. For example the hexadecimal value 1A is
converted to 26. Supports positive values only.

o TimeTicks = divide an expected timeticks value by 100 to convert it to
seconds.

¢ None = polled value is not processed in any way.

Specify the relationship between test value and severity. Options include:

Auto: If you select this option, Traverse sets this option based on the Warning and
Critical thresholds for this test. If the Critical threshold is higher, as test value rises,
severity ascends. If the Warning threshold is higher, as test value rises, severity
descends.

Ascends: As the value of the test result rises, severity rises.

Descends: As the value of the test result rises, severity falls.

Discrete: Specify a list of integers or ranges of numbers using the syntax: 1,3,5,10-25.
Specify different values for warning and critical. Any returned value that does not
match a value in either list means the device is OK.

Bidirectional: You can set a "range" of numbers for each threshold and if the value
crosses either of these two boundaries of the range, it will set the severity to Warning
or Critical.

When selecting tests by monitor type, a Perform auto-discovery of supported (*) test types option displays.

= If checked, Traverse automatically discovers which tests are supported by a given device. For
example, if you add a new router to your network, Traverse can discover which SNMP tests the
router supports. You can then select which of the supported tests you want to run.

» |f unchecked, the auto-discovery process does not run. You can still provision tests manually.

Already Provisioned Tests
When selecting tests by monitor type, a If one or more already provisioned tests... option displays.

164



Managing Tests

= [|fchecked and Traverse discovers a provisioned test of this subtype for this device (for example,
a Packet Loss test is already configured for this device), the test subtype does not appear in the list
of tests that you can select to provision.

= If unchecked and Traverse discovers a provisioned test of this subtype for this device, the test
subtype displays and you can provision another test of the same subtype for the device.

= If unchecked and Traverse discovers a provisioned test of this subtype for this device and some
of the configured parameters for the test do not match the rediscovered parameters (such as
max, and OID), then the test displays so that you can update the values.

Assigning Actions to Tests

If you are provisioning tests as a department user, remember the access privileges set by your
administrator determine whether or not you can create your own actions and assign them. Assigning
actions to tests can be done in several ways:

= Assign your custom action to one or more tests during the test provisioning process.

= Assign an admin-created default action to one or more tests during the test provisioning process.
This option appears as an action option in the drop-down menu on the Manage Tests page.

= Update individual tests using a custom or default action after you provision tests.
= Mass-update all tests on a device a custom or default action after you provision tests.

Standard Test Parameters

Standard test parameters are set for the first time using the Create New Tests: Step 3 - Configure test
parameters page. The image below shows how test parameters typically display on this page. Once
created these same parameters can be maintained using the Update Test page. Prior steps for creating
new tests—Step 1 and Step 2—are detailed in Creating Standard Tests (page 160).

CreaTte New Tests: STep 3 - CONFIGURE TEST PARAMETERS

Please select the checkbox next to any tests you want to provision, provide a suitable interval and thresholds, select an action profile (optional), and
submit the form

ga-win201209 Q

Device/OS Vendor:

Device/OS Model'Version:

*/ ga-win201209/10.10.32.211

ICMP Ping Tests

Test Hame: Interval: Thresholds (warnicritical): Units: Action Profile:
#|  PacketLoss Jmin El 60 100 % MNone El
#|  Round Trip Time 3min El 250 1500 ms Mone El
[ Provision Selected Tests | [ Cancel |

At the top of every Create New Tests: Step 3 - Configure test parameters page, you can enter or update the
following values for the entire device.

= Device/OS Vendor - Enter/modify the vendor of the operating system/device.
= Device/OS Model/Version - Enter/modify the type and version of the operating system/device.

Unselect any tests you don't want to provision. Accept or change the default test parameter values for
selected tests. Then click the Provision Selected Tests button to provision the tests.

The following topics describe basic test parameters for each monitor type.
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Ping Test Parameters

Tests for device availability using two tests: Packet Loss and Round Trip Time. Entering a
credential/configuration is not required for this monitor type.

Credential/Configuration Settings
Not required.

Test Parameters

ICMP Ping Tests

Test Hame: Interval: Thresholds (warn/critical): Units: Action Profile:
4| PacketLoss 3min [¥] |60 100 % None =]
#|  Round Trip Time 3min El 250 1500 ms Nane E|
Field Description
Test Name Enter/modify the name of the test.
Interval Use the drop-down menu to specify the interval at which Traverse executes the test.

Thresholds (warn/critical)  Enter/modify the threshold levels that cause the test to change to (a state of) Warning
or Critical, respectively.

Units Set to "%" (percent) for Packet Loss test and "ms" (milliseconds) for Round Trip Time
test.
Action Profile Use the drop-down menu to select an action profile for the test. See Administrator

Configured Action Profiles and Thresholds (page 129) for more information.

Apache Test Parameters

Returns current Apache server statistics.
= Credential/Configuration Settings
= Status URL - Defaults to /server-status?auto. This value is appended to the Apache server
URL. Requires the mod_status module be enabled on the Apache server. See Apache Web
Monitor (page 150) for more information.
= Protocol - HTTP or HTTPS
= Port - Defaults to 80

Selected Monitor: Apache HTTPD

Menitor Instance: Use Existing | fi|a=/sarver-status 7auto; port=80; protocol=http E|
i@ Create New
* Status URL: jzarver-status 7aute

* Protocol: (@ htp hitps

*Port g
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Test Parameters

Apache HTTPD Tests
Test Hame: Interval: Thresholds (warn/critical): Units: Action Profile:

10000
Apache Server Avg Data fmin | ¥ bytesireq | Mone -

25000

Result Multiplier. |1
Maximum Value: 100000000

Post Processing
Directive: 10"e El

TestUnits: |bytes/req

Field Description
Test Name Enter/modify the name of the test.
Interval Use the drop-down menu to specify the interval at which Traverse executes the test.

Thresholds (warn/critical)  Enter/modify the threshold levels that cause the test to change to (a state of) Warning

or Critical, respectively.

Units The unit of measurement varies depending on the test.

Action Profile Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

Result Multiplier Multiplies the test result by this value. Defaults to 1 (no multiplication).

Post Processing Directive e None

Port

e Delta: Current polled value - last polled value (e.g., 3 MB of disk space
used since last poll).

o Rate: Delta / time between polls (e.g., rate of disk usage is 3 MB in 5
minutes).

Enter/modify the port number. The default is 80.

Test Units Enter/modify the unit of measurement for the test.

Internet Test Parameters

Tests for availability. Traverse measures the time to complete each transaction, and raises an alert if
the response time exceeds the warning or critical thresholds. It also generates an alert if the
transaction is incomplete or cannot be completed or times out. Tests for the following types of internet
services:

FTP - File Transport Protocol - Monitors the availability and response time of FTP port connection.
Connection request sent, receives OK response and then disconnects. If legitimate username
and password is supplied, will attempt to log in and validate server response.

HTTP - Monitors the availability and response time of HTTP web servers. Checks for error
responses, incomplete pages.

HTTPS - This monitor supports all of the features of the HTTP monitor, but also supports SSL
encapsulation, in which case the communication is encrypted using SSLv2/SSLv3 protocols for
increased security. The monitor will establish the SSL session and then perform HTTP tests to
ensure service availability.

IMAP - Internet Message Access Protocol - Monitors the availability and response time of IMAP4
email services. If legitimate username and password is supplied, will log in and validate server
response.

IMAPS - This monitor supports all of the features of the IMAP monitor, but also supports SSL
encapsulation, in which case the communication is encrypted using SSLv2/SSLv3 protocols for
increased security. The monitor will establish the SSL session and then perform IMAP tests to
ensure service availability.
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= NNTP - Connects to the NNTP service to check whether or not Internet newsgroups are
available, receives OK response and then disconnects.

= POP3/POP3S - Monitors the availability and response time of POP3 email services. If legitimate
username and password is supplied, will log in and validate server response.

= SMTP - Simple Mail Transport Protocol - Monitors the availability and response time of any mail
transport application that supports the SMTP protocol (Microsoft Exchange, Sendmail, Netscape
Mail.)

See Monitoring Internet Services (page 152) for more information.

Credential/Configuration Settings
A username and password, if required, is entered with the specific test.

Test Parameters

Internet Services Tests

Test Name: Interval: Thresholds {warni/critical): Units: Action Profile:

T 10min | ~ ] 15 Sec MNone i
Port: |80
Virtual Host:
URL: |/
Username:
Passward: Password (again):
Field Description
Test Name Enter/modify the name of the test.
Interval Use the drop-down menu to specify the interval at which Traverse executes the test.

Thresholds (warn/critical)  Enter/modify the threshold levels that cause the test to change to (a state of) Warning
or Critical, respectively.

Units The unit of measurement for Internet tests is seconds.

Action Profile Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

Virtual Host Optionally enter the virtual host name used to connect to this device.

Username/Password If required, enter a username and password. For example, enter your POP username

and password to execute a test against a POP3 server.

URL (HTTP and HTTPS Enter/modify the URL you are testing on the device.
tests)

Port Enter/modify the port number. This varies depending on the protocol you are using for
the test.

DHCP, DNS, NTP, and RPC_Ping Test Parameters

Traverse measures the time to complete each transaction, and raises an alert if the response time
exceeds the warning or critical thresholds. It also generates an alert if the transaction is incomplete or
cannot be completed or times out. Tests for the following types of servers:
= DHCP - Check if DHCP service on a host is available, whether it has IP addresses available for
lease and how long it takes to answer a lease request. On Microsoft DHCP servers, additional
metrics such as statistics on discover, release, ack, nak requests.
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= DNS - Domain Name Service (RFC 1035) - uses the DNS service to look up the IP addresses of
one or more hosts. It monitors the availability of the service by recording the response times and
the results of each request.

= NTP - Monitors time synchronization service across the network by querying the NTP service on
any server and returning the stratum value. If the stratum is below the configured thresholds, an
error is reported.

= RPC_PING - Checks if the RPC portmapper is running. This is a better alternative to icmp ping for
an availability test.

Note: The RPC_Ping test is not supported for Windows-based devices. Executing this test against
Windows-based devices causes the result to display as "FAIL".

Credential/Configuration Settings
Not required.

Test Parameters

DHCP LeaselAvailability Tests

Test Hame: Interval: Thresholds {warnicritical): Units: Action Profile:
DHCP Address Lease Imin | ¥ 2500 5000 ms Mone 7

As TestValue Rises, Severty. | Ascends E|

Domain Name Resolution Tests

Test Hame: Interval: Thresholds (warn/critical): Units: Action Profile:
DNS Query 10min |« 250 1000 ms MNaone b
Domain Name:
Field Description
Test Name Enter/modify the name of the test.
Interval Use the drop-down menu to specify the interval at which Traverse executes the test.

Thresholds (warn/critical)  Enter/modify the threshold levels that cause the test to change to (a state of) Warning
or Critical, respectively.

Units e (NTP) Set to "Stratum™ by default. Stratum levels define the distance
from the reference clock.
e (RPC_Ping, DHCP) Set to "ms" (milliseconds) by default.
o (DNS) Set to "sec" (seconds) by default.

Action Profile Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

As test value rises, o Auto: If you select this option, Traverse sets this option based on the

severity: Warning and Critical thresholds for this test. If the Critical threshold is

(RPC_Ping, DHCP test higher, as test value rises, severity ascends. If the Warning threshold is

only) higher, as test value rises, severity descends.

e Ascends: As the value of the test result rises, severity rises.

e Descends: As the value of the test result rises, severity falls.

o Discrete: Specify a list of integers or ranges of numbers using the syntax:
1,3,5,10-25. Specify different values for warning and critical. Any
returned value that does not match a value in either list means the device
is OK.

o Bidirectional: You can set a "range" of numbers for each threshold and if
the value crosses either of these two boundaries of the range, it will set
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Domain Name
(DNS test only)

the severity to Warning or Critical.

Enter/modify the name of the domain against which you want to execute the test.

SQL_Query Test Parameters

Measures SQL query response time for a properly formatted SQL query. Standard JDBC drivers are
included for the most commonly used databases: DB2, Microsoft, Oracle, Sybase, MySQL,
PostgreSQL. If the database is not operating, the test returns with status of FAIL. Otherwise, the test
displays the amount of time required to perform the show table query.

WMI or SNMP.

Note: This monitor is separate from monitoring the internal metrics of databases, which is done using

Credential/Configuration Settings
Entered with the specific test. The username you specify must have permission to remotely access the

database.

Test Parameters

Test Hame:
S0L Query Performance
Database
Username
Password
Driver Class: | MySQL El
Port:
Parameter 1
Parameter 2
Parameter 3

Query.

Field
Test Name
Interval

Thresholds (warn/critical)

Units
Action Profile

Database
Username
Password
Driver Class
Port

Parameter 1

170

SQL Query Performance Tests

Interval: Thresholds (warn/critical): Units: Action Profile:

10min | = 5000 15000 ms Mone bd

Password (again):

Selected driver template: jdbc:mysql#8{device}:3{port}/S{database}?
conneciTimeout=15000&socketTimeout=15000

Description
Enter/modify the name of the test.
Use the drop-down menu to specify the interval at which Traverse executes the test.

Enter/modify the threshold levels that cause the test to change to (a state of) Warning
or Critical, respectively.

Set to "sec" (seconds) by default.

Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

Enter the name of the database against which you are executing the test.
Enter your SQL username.

Enter your SQL password.

Select the SQL database against which you are executing the test.

Enter the port. For example, enter 3306 if you are executing the test against a MySQL
database

Enter a parameter.



Parameter 2 Enter a parameter.
Parameter 3 Enter a parameter.
Query

SOL Value Test Parameters

Managing Tests

Returns a numeric result that is compared against the configured thresholds. The SQL query specified
must return a single column with numeric value. Standard JDBC drivers are included for the most
commonly used databases: DB2, Microsoft, Oracle, Sybase, MySQL, PostgreSQL.

WMI or SNMP.

Note: This monitor is separate from monitoring the internal metrics of databases, which is done using

The following parameters must be provided for successful test execution:

= JDBC Driver - com.ibm.db2.jcc.DB2Driver

= Username & Password - Database userID & password
= Database - Valid database name

= Port - TCP port used by database

» Query - SQL query. The DB2 JDBC driver does not require that you terminate the query with a

semi-colon (;).

Credential/Configuration Settings
Entered with the specific test.

Test Parameters

Fort:

User Name:

Password:

SQL Query Tests

Test Name: Interval: Thresholds (warn/critical): Units: Action Profile:
SQL Query Result (DB2) 10min |~ 10 50 Maone -
50001

my_username

........... Password (3gain). |sesssssesss

JDBC Driver: |com.ibm.db2.jcc.DB2Drive
Databaze: |SAMPLE
Cuery: |select count(*) from EMPI
As TestValue Rises, Severity: | Auto El
Field Description
Test Name Enter/modify the name of the test.
Interval Use the drop-down menu to specify the interval at which Traverse executes the test.

Thresholds (warn/critical)  Enter/modify the threshold levels that cause the test to change to (a state of) Warning

Action Profile

or Critical, respectively.

Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

Password Enter your SQL password

Query Enter/modify the SQL query. For example:
select count(*) from table_name;

Username Enter your SQL username.
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JDBC Driver

Port

Database

As test value rises,
severity:

(RPC_Ping, DHCP test
only)

LDAP Test Parameters

Enter/modify the name of the JDBC driver (required to communicate with the
database). For example, for a MySQL database, the name of the driver is
org.gjt.mm.mysql.Driver.

Enter the port use to access the database. The port number varies depending on the

database to which you are connecting.
Enter the name of the database.

Use the drop-down menu to specify the relationship between test value and severity:

Auto: If you select this option, Traverse sets this option based on the
Warning and Critical thresholds for this test. If the Critical threshold is
higher, as test value rises, severity ascends. If the Warning threshold is
higher, as test value rises, severity descends.

Ascends: As the value of the test result rises, severity rises.

Descends: As the value of the test result rises, severity falls.

Discrete: Specify a list of integers or ranges of numbers using the syntax:
1,3,5,10-25. Specify different values for warning and critical. Any
returned value that does not match a value in either list means the
device is OK.

Bidirectional: You can set a "range" of numbers for each threshold and if
the value crosses either of these two boundaries of the range, it will set
the severity to Warning or Critical

Connects to any directory service supporting an LDAP interface and checks whether the directory
service is available within response bounds and provides the correct lookup to a known entity.
Required input: base, scope and filter.

Credential/Configuration Settings

Entered with the specific test.

Test Parameters

Test Name:

LDAP Search

Base DMN:

Scope (object, onelevel,

subtree): object

CQuery Filter:
TCP Port Mumber: |389
Use SSL Encryption: [false

Bind As User (Full DM).

Login Password:

Field
Test Name
Interval

Thresholds (warn/critical)

Units
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(objectclass=")

Light-weight Direcroty Access Protocol Tests

Interval: Thresholds (warn/critical): Units: Action Profile:

10min |~ 1000 3000 ms MNone =

Login Password (again):

Description

Enter/modify the name of the test.

Use the drop-down menu to specify the interval at which Traverse executes the test.

Enter/modify the threshold levels that cause the test to change to (a state of) Warning

or Critical, respectively.
Set to "ms" (milliseconds) by default.
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Action Profile Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

Password Enter your LDAP password.

Filter Enter the LDAP objects against which you want to execute the test.

Base Enter the base distinguished name (DN) of the LDAP directory against which you want
to execute the test.

Scope Select stating point and depth from the base DN for the test. Select one of the
following:

¢ Object: Indicate searching only the entry at the base DN, resulting in only
that entry being returned (if it also meets the search filter criteria).

¢ One Level: Indicate searching all entries one level under the base DN, but
not including the base DN.

o Subtree: Indicate searching of all entries at all levels under and including
the specified base DN.

Username Enter your LDAP username.
Port Enter the port on which to execute the test. The default LDAP port is 389.
MySQL Test Parameters

Measures commit requests, connected threads, insert requests, key buffer efficiency, open files, open
tables, select requests, slow queries, table lock efficiency, total requests, traffic in, traffic out, update
requests, write buffer efficiency.

Credential /Configuration Settings
Create a shared or device-specific credential/configuration for MySQL Performance testing by entering
the following values:
= TCP Port - Enter the port against which to execute the test. The default MySQL port is 3306.
= Login Username - Enter your MySQL username.
= Login Password - Enter your MySQL password.
= Database Name - Enter the name of the MySQL database against which you want to execute the
tests.
Selected Monitor: MySQL Performance

Monitor Instance: @ Create New
“TCP Fort 3306

" Login Usemame. |mysgq|
* Login Password

Database Mame (Unused)

Test Parameters

My SQL Performance Tests

Test Hame: Interval: Thresholds (warn/critical): Units:  Action Profile:
MySQL: COMMIT Requests Smin | ¥ 750 2000 req/s Mone bt

As Test Value Rises, Severity. | Ascends E|

Field Description
Test Name Enter or modify the name of the test.
Interval Use the drop-down menu to specify the interval at which Traverse executes the test.

Thresholds (warn/critical)  Enter/modify the threshold levels that cause the test to change to (a state of) Warning
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Units
Action Profile

As test value rises,
severity:

or Critical, respectively.
Varies depending on the test.

Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

Use the drop-down menu to specify the relationship between test value and severity:

o Auto: If you select this option, Traverse sets this option based on the
Warning and Critical thresholds for this test. If the Critical threshold is
higher, as test value rises, severity ascends. If the Warning threshold is
higher, as test value rises, severity descends.

¢ Ascends: As the value of the test result rises, severity rises.

o Descends: As the value of the test result rises, severity falls.

o Discrete: Specify a list of integers or ranges of numbers using the syntax:
1,3,5,10-25. Specify different values for warning and critical. Any
returned value that does not match a value in either list means the
device is OK.

o Bidirectional: You can set a "range" of numbers for each threshold and if
the value crosses either of these two boundaries of the range, it will set
the severity to Warning or Critical

RADIUS Test Parameters

Performs a complete authentication test against a RADIUS service (Remote Authentication Dial-In
User Service (RFC 2138 and 2139). Checks the response time for user logon authentication to the ISP
platform. Required input: secret, port number, username and password.

Credential/Configuration Settings

Entered with the specific test.

Test Parameters
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RADIUS {Authentication) Tests

Test Name: Interval: Thresholds (warnicritical): Units:  Action Profile:

Radius

Port: 1645
Username:
Password:

Secret:

Field
Test Name
Interval

Thresholds (warn/critical)

Units
Action Profile

Password
Username
Secret
Port

10min | + 500 1500 ms Mone Bt

Password (again):

Secret (again}:

Description
Enter/modify the name of the test.
Use the drop-down menu to specify the interval at which Traverse executes the test.

Enter/modify the threshold levels that cause the test to change to (a state of) Warning
or Critical, respectively.

Set to "ms" (milliseconds) by default.

Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

Enter your RADIUS password.

Enter your RADIUS username.

Enter (and confirm) the secret that is shared between the client and the server.
Enter the port on which to execute the test. The default RADIUS port is 1645.
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JMX Test Parameters

The Java Management Extension (JMX) monitor collects availability and performance metrics of Java
applications, including but not limited to, ActiveMQ, Apache, BEA WebLogic, Hadoop, JBoss, Jetty,
JVM, Oracle, and SwiftMQ. Similar to SNMP and WMI monitors, various applications, such as Tomcat,
expose relevant metrics through the JMX monitor. See JMX Configuration for App Servers (page 359).

Note: If you have a firewall, you might need to update your firewall rules since return JMX connections
from the Java application are made at randomly high TCP port numbers.

Credential/Configuration Settings
= Username - A username, if authentication is required by the Java application.
= Password - A password, if authentication is required by the Java application.
= JMXPort - The port number specified by the Java application.

Note: TMX support is enabled by default on Traverse components, including the version of Apache
Tomcat installed on the BVE. All components support the IIOP protocol and use the following TCP
ports:

» Web application: 7691
» Data Gathering Engine: 7692
» Event Collection Agent: 7693

= Application Domain Name - The domain name in which the application resides. Leave blank if you
don't know the application domain name.

= Connection Method - Select either IIOP, RMI (JRMP) or T3 (BEA WebLogic) to discover metrics
from BEA WebLogic (Java Application Server).

Selected Monitor: Java Management Extensions

Monitor Instance: (@) Create New

Username:
Fassword:
* JMX Port:

Application Domain Name:

Connection Method: [ op (Default) El
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Test Parameters

Java Management Extensions Tesis

[ TestName: Interval: Thresholds (warnicritical): Units: Action Profile:
Application Uptime (JVM-5080) Smin 7200 1300 None
Heap Memory Used (JVI1-8080} smin [=] |20 95 % None =]
Number OF Daemon Threads (JVM-8090) smin [»] |280 750 threads None =]
Number Of Live Threads (JVI1-8090) smin [*] [250 750 threads None [=]
Humber OF New Threads Created (JVM-8090) 5min 250 750 threadsimin | None
Number of Classes Loaded (JVM-2050) Smin El 2568 2691 classes MNaone El
JWN: Garbage Collection Rate

Copy Garbage Collection (JVM-8090) -

MarkSweepCompact Garbage Collection (JVYM-8090) =min El 250 750 i None El
Number of Connection Errors (3#34;http-bio-B0808#34;) 5min [=] 3000 15000 reg/min None [=]
Number Of Connection Requests (8:34;http-bio-50808#34;) smin [+] |3000 15000 rea/min None [=]
Apache Tomcat: Number Of Serviet Errors

MNumber Of Senvlet Errors (flocalhost/default)

Number Of Senvet Errors (flocalhost/docsdefault) " .

]

Number Of Senvlet Errors (flocalhost/docsjsp) 5min El 300 1000 srrimin Mone El

MNumber Of Senvlet Errors (flocalhostfexamplesChatSendet)

MNumber Of Senvlet Errors (flocalhostfexamplesCompressionFilterTestSendet)

Apache Tomcat: Number Of Serviet Requests.
Number Of Senet Requests (Mocalhostidefault)
Number Of Sendet Requests (Mocalhost/docsdefault) " .
Vi

Number Of Sendet Requests (Mocalhost/docsjsp) | 5min El 3000 15000 ASLU Mone El

Number Of Sendet Requests (MocalhostlexamplesChatSendet)

Number Of Sendet Requests (MocalhostlexamplesCompressionFilterTestSendet)

Thread Pool Utiization (#34;http-bio-B0808#34;) smin [=] a5 98 % None B2
Field Description

Test Name Enter/modify the name of the test.

Interval Use the drop-down menu to specify the interval at which Traverse executes the test.

Thresholds (warn/critical)  Enter/modify the threshold levels that cause the test to change to (a state of) Warning
or Critical, respectively.

Action Profile Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

Oracle Test Parameters

The Oracle monitor discovers and monitors availability and performance metrics from Oracle
database. It performs SQL queries to extract raw data and formulate relevant metrics. Includes: Buffer
Cache Hit Ratio, Data Dictionary Cache Hit Ratio, Data File Read Operations, Data File Write
Operations, Library Cache Hit Ratio, Number Of Logged In Users, Number Of Open Cursors, Number
Of Sort Operations, Number Of Space Requests, Number Of Table Scan Operations, Ratio of Sort
Operations, Tablespace Status, and Tablespace Usage.

Note: To use this monitor, the Oracle database must support remote network (SQL*net) queries.

Credential/Configuration Settings
= Username (SYSDBA) - The Oracle system database administrator username. Defaults to SYS.
= Password - The SYSDBA password.
= System Identifier (SID) - The unique identifier for an Oracle database.
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= Database Port - Defaults to 1521.

Selected Monitor: Oracle Database Performance
Wonitor Instance: (@) Create New

* Username (SYSDBA) [gyg
Password:
* System ldentifier (SID):

* Database Port: 1524

SNMP Test Parameters

SNMP is a commonly supported management protocol for most routers and switches. It is a simple
protocol where a management system (such as Traverse) queries devices (such as routers and
switches) for metrics, and the devices respond with the values for the queried metrics. Traverse
supports all versions of SNMP: v1, v2c and v3.

Note: WMTI tests and SNMP tests support an additional feature called Test Parameter Rediscovery (page 182).

Credential/Configuration Settings

= SNMP Version - 1, 2c or 3 - The SNMP protocol version.
= SNMP Community String

> If SNMP Version 1 or 2c is selected - Enter the community name in the SNMP Community String
field. The default read/write community name is public. The default read-only community
name is private.
> If SNMP Version 3 is selected - Enter the username, password and encryption_phrase in the
SNMP Community String field using the following format:
username:password:encryption_phrase. Example: myUser:myPassword:encryptMe
= SNMP Agent Port - Defaults to 161.
= SNMP Query Optimization - Enabled or Disabled (hot recommended) - If enabled, increases the
performance and efficiency of the SNMP monitor and reduces Traverse-initiated network
communications. If disabled, Traverse stops grouping SNMP queries targeted for that device in a
single packet. Each test is executed through a new UDP packet with a single SNMP GET request.
This will allows Traverse to monitor older devices that are unable to process multiple queries in a
single request, or devices that restrict packet sizes. Disabling SNMP Query Optimization
adversely affects overall scalability and should be done only when absolutely necessary.
= SNMPv3 Authentication Protocol - None, MD5, or SHAL - Sets the password encryption method.
= SNMPv3 Encryption Protocol - None, DES, AES - Sets the data encryption method.
Selected Monitor: Simple Network Management Protocol

Monitor Instance: Use Existing standard snmp E|
i@ Create New

* SNMP Version 1 @ac
* SNMP Community String: |sessss
* SHMP Agent Port: 454

* SNMP Query Optimization. @) Enapled Disabled (not recommended)
SNMPv3 Authentication Protocol None @ MDS SHA1

SNMPw3 Encryption Protocol Mone @ pES AES
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Test Parameters

Simple Network Management Protocol Tests

Thresholds

[ Test name: Interval: (warnicritical): Units:  Action Profile:

CPU-1 Load smin [ | 2: % MNone [=]
Disk C: Space Ut smin [ ] 22 % Naone ]
Intel(R} PROJ1000 MT Network Connection (Local Area Connection) Status 5min El ;Z A Mone El
Intel(R} PRO/A 000 MT Metwork Connection (Local Area Connection) Traffic In 5min El ;ggggg kb/s Mone El
Intel(R} PRO/M 000 MT Metwork Connection (Local Area Connection) Traffic Out 5min El ;EEEEE kb/s Mone El
Intel(R} PRO/M 000 MT Network Connection (Local Area Connection) Util In 5min El ;2 % Mone El
Intel(R} PRO/1000 MT Network Connection (Local Area Connection) Util Out 5min El ;2 % Mone El
EL&SIIISEE‘RE?;EESJL:I_E:I:Ecgrlsfai::ec‘tlcnOcS Packet Scheduler-0000 (Local Area Connection- Smin El ;: = Naone El
Field Description

Test Name Enter/modify the name of the test.

Interval Use the drop-down menu to specify the interval at which Traverse executes the test.

Thresholds (warn/critical)  Enter/modify the threshold levels that cause the test to change to (a state of) Warning
or Critical, respectively.

Action Profile Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

Grouping Tests by Subtype
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When you choose to auto-discover SNMP tests, the Step 2 page displays a Group all SNMP tests with
same type and sub-type together option.

|:| If one or more already provisioned tests are discovered, show a duplicate instance instead of ignoring them

|:| Group all SNMP tests with same type and sub-type together. For large devices (eg. switch with 48+ ports) this option will improve web page performance.
Please note thiz option will set test parameters (thresholds, interval, etc) for all (zimilar) tests to same value, but can be changed later

The option gives the following advantages:
= Compact, organized display of discovered tests (especially useful for large devices)
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= Mass configuration of thresholds and action profiles for similar tests

Cisco IPSec Tunnel Active Sessions
IPSec Phase-1 IKE Tunnel Count |8
IPSec Phase-2 Tunnel Count omin[=] (100 200 tunnelis) | None [=]

Cisco IPSec Tunnel Packets Dropped

IPSec Phase-1 IKE Tunnel Packet Drops In - |98

IPSec Phase-1 IKE Tunnel Packet Drops Out " -

IPSec Phase-2 Tunnel Packet Drops In 10min El 100 200 i Nene El
IPSec Phase-2 Tunnel Packet Drops Out

Cizco IPSec Tunnel Packets Transmitted

IPSec Phase-1 IKE Tunnel Packets In |

IPSec Phase-1 IKE Tunnel Packets Out -

et e e ey 10min[*]  [10000 50000 pkiisec Nane [=]
IPSec Phase-2 Tunnel Packets Out

Cisco Interface Error Counter

10min[*] [100 200 errimin Nane [=]

10min[=] [100 200 phiimin Nane [=]

This grouping feature is useful when you have many tests of the same subtype for a single device. For
example, assume that you have a large switch with 100 ports, each of which supports util in and util out
interface utilization tests. If the grouping option is not selected, the list of discovered tests has 200
entries for these tests. If the grouping option is selected, the list of discovered tests is more compact,
and instead of configuring and provisioning 200 tests, you can configure and provision a single
subtype, snmp/bandwidth (interface utilization). The interval, thresholds, and action profile selected for
the subtype are applied to all tests in the group. (You can change the configuration for individual tests
after the tests are provisioned.)

» The configuration parameters you set are applied to all tests within the same subtype.
* You can change the configuration for an individual test after it is provisioned.
= Select only the tests in each subtype grouping you want to provision.

Note: Internal settings in the TestType.xml file may sometimes override the Group all SNMP tests... option
because of which some test subtypes may always be grouped, even if you do not select the grouping
option.

Creating Multiple SNMP Monitors

You can create multiple instances of SNMP monitors on the same device. This is useful when there are
multiple SNMP agents on the same physical device, each operating on different ports.

For example, you can use the native SNMP agent on port 161, Oracle SNMP agent on port 1161, and
an application using Sun JVM 1.5 on port 8161. To collect metrics from all three agents, you only need
to provision the device once and then click the Monitors link associated with the device in the Manage
Devices page.
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Then, either create or select the instance of the SNMP monitor to use for the test. Enter configuration
parameters for the test as you typically do.

Manage Monitor Configuration Parameters
Dievice: swr2003-hl.engr.netgen.local

Select a monitar instance from list below to alter configuration parameters. All tests associated with this instance will be affected by the change. Deleting an

instance will also remaove all tests associated with that monitar.
*-indicates a reguired field

Selected Montor NEtENCE: | snmp: agentCommunity="""* agentPort=161; agentversion=2  »

p:ag nt uni, g to —1161, gentversion=2
shmp: agentCommunity=""""* agentPor=161; agentVersion=2

* SN Yersion: (g
[OF -
Os

Fumber of

* SMMP Community String:

* SHMP tgert Port | 46]

[ Update Settings ][ Celete Instance ][ Cancel

WMI Test Parameters

Traverse can monitor Windows hosts using the native Windows Management Instrumentation (WMI),
which is installed by default on all Windows 2000, XP and 2003 or later versions, and available as an

add-on for other Windows hosts. This includes virtual machines operating under Microsoft Virtual
Server 2005.

Note: See Configuring Windows WMI (page 367) for assistance on how to enable WMI on hosts.

Note: WMTI tests and SNMP tests support an additional feature called Test Parameter Rediscovery (page 182).

Credential/Configuration Settings

= Domain\Username - Enter a domain administrator-level username or local administration-level user
name.

» Domain username format - DOMAIN1\username
» Local username format - . \username
Enter an administrator username in . \username format to access Windows systems that do

not belong to a Windows domain. Do not use the localhost\username format.
Password - Enter the corresponding password.

Selected Monitor: Windows Management Instrumentation

administrator - wmi

Monitor Instance: ) Use Existing
@) Create New
Domain'Username: administrator

Password:
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Test Parameters

Windows Management Instrumentation Tests

[ Test Name: Interval: Thresholds (warn/critical): Units: Action Profile:

CPU-0 Load smin [w] |85 95 % Naone [=]

Context Switches smin [+] [3500 8500 switchisec | None =]

Disk C: Space Ut smin [=] |90 98 % MNaone =]

File RAW Operations In smin [+ [1000 2500 opersec | Mone [+]

File RAW Operations Out smin [=] [1000 2500 operisec | Mong [=]

Intel[R] PRO_1000 MT Network Connection Traffic In amin El 500000 750000 Kb/s Mone El

Intel[R] PRO_1000 MT Network Connection Traffic Out amin El 500000 750000 kb/s Mone El

Intel[R] PRO_1000 MT Network Connection Util In 5min E| 70 a5 % Mone E|

Intel[R] PRO_1000 MT Network Connection Util Qut Smin E| 70 as % Mone E|

Number Of Processes smin [=] [250 500 procs MNone [=]

Number Of Threads 1omin [« ] [3500 7500 threads None [=]

Overall CPU Load Smin 35 a5 % MNone [=]

Physical Wemory Usage smin [=] |90 98 % MNaone =]

Field Description

Test Name Enter/modify the name of the test.

Interval Use the drop-down menu to specify the interval at which Traverse executes the test.

Thresholds (warn/critical)  Enter/modify the threshold levels that cause the test to change to (a state of) Warning
or Critical, respectively.

Action Profile Use the drop-down menu to select an action profile for the test. See Administrator

Configured Action Profiles and Thresholds (page 129) for more information.

Creating Multiple WMI Monitors

You can create multiple instances of WMI monitors on the same device. See Creating Multiple SNMP
Monitors (page 179) for more information about using multiple WMI monitors.

VMware Test Parameters
Traverse monitors the VMware hypervisor (ESXi) metrics using the VMware API by connecting to the

ESX

hosts directly or by connecting to a central vCenter host.

Credential/Configuration Settings

vCenter Address - The address of the hypervisor or central vCenter host.

Username / Password - Provide the username and password of any user on the vCenter host or the
VI client who has at least read-only permissions.

Protocol - HTTPS or HTTP

Port - Defaults to 443

Selected Monitor: VMWare Hypervisor

Wonitor Instance: (=) Use Existing  [\pware Direct Login
i@ Create New

vCenter Address
* Username: [ggmin
* Password
Protocol: @) yrrps ) yrTP

*Port: 443

181



Managing Tests

Adding VMware Tests by Application Profile
You can also provision a VMware server, by selecting the VMware vSphere application profile from the

Test

drop down list.

ADD STANDARD TESTS
Device: VCenter-2
Select th

pes of tests you want to your device and whether you want to auto-discover for tests. Testtype

discovered ifthe auto-discovery option is selected

@ Create new tests using an Application Profile (Fitered Discovery)

Application Profile Name:| sendmail Email Server -

Sentry Switched COU
Sycamore Networks
Unix Server (AD)

Unix Server (HP-UX)
Unix Server (Solaris)
Vhware ESX 3
Windows Media Service
Windows Server

1 [m

Create new tests using a Monitoring Profile (Pre-defined Template)

Create new tests by selecting specific monitors

[ Add Tests ] [ Reset ] [ Cancel ]
Parameters
VIM\Ware Hypervisor Tesis
[ TestName: Interval: Thresholds (warn/critical):
Datastore vmware4.dev.zyrion.comDS-H4 Space Used 2 Smin El 90 95
Datastore vmwared.dev.zyrion.comDS-H4 Space Available Emin El 10 2
NIC [vmnic:00:16:c9:53:4d:b2] Status 2 1omin[*] o 0
Mware Virtual Machine: Operational Status
sim-cisco-cucm-6.x Operational Status 2 |8
sim-cisco-ucspe-1.4 Operational Status 2 1omin El 14 o
Field Description
Test Name Enter/modify the name of the test.
Interval

Thresholds (warn/critical)

Action Profile

Units:

Action Profile:
MNaone E|
MNane E|
None [=]
MNane E|

Use the drop-down menu to specify the interval at which Traverse executes the test.

Enter/modify the threshold levels that cause the test to change to (a state of) Warning

or Critical, respectively.

Use the drop-down menu to select an action profile for the test. See Administrator
Configured Action Profiles and Thresholds (page 129) for more information.

Test Parameter Rediscovery

Test Parameter Rediscovery option allows you to configure Traverse to periodically validate the

Configuring Default Test Parameter Rediscovery Options
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configuration parameters of existing SNMP and WMI tests.

When you enable Test Parameter Rediscovery, Traverse performs SNMP and/or WMI test discovery
against the selected device on a periodic basis. Traverse compares the results of the discovery (the
discovered tests) against existing tests and performs actions that you specify. The Test Parameter
Rediscovery options allow you to specify the frequency discovery and determine the action to take after

comparing tests.

To enable Test Parameter Rediscovery for all current devices, as well as any newly created or discovered
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1. Navigate to Administration > Other > Test Parameter Rediscovery.
2. On the Update Default Test Parameter Rediscovery Setting page, check the Enable Test Parameter

Rediscovery check box.

Update Default Test Parameter Rediscovery Setting

Select or complete the required fields below. Click Update Setting’to confirm

* - indicates a required field

Enable Test Parameter Rediscovery:
Redizcovery Frequency:

Action For New Tests:

Action For Updated Tests:

Action For Deleted Tests:

o

p

Mone (Mo Filter Applied) -
ADIC Tape Library

APCUPS

Alteon Load Balancer

Amperion BPL

Apache Tomcat

Aventail VPN Appliance

BEA WebLogic

Blue Coat Security Appliance

BlueArc Storage Systems LI

Use Selected Application Profile:

Update seting | Reset |

3. Specify the Rediscovery Frequency in days or hours. To ensure that devices are not scanned too
frequently, the minimum allowed frequency is 12 hours.

4. Specify the actions you want Traverse to perform when it discovers new tests, updated test and
deleted tests.

> Action For New Tests
v' Add & Log: Traverse adds the new tests to the device(s) and notes the maodification in
the C:\Program Files (x86)\Traverse\logs\discovery.log.
v Ignore: Traverse ignores discovered new tests for the device(s).
v Log Only: Traverse only logs discovered new test information.
» Action For Updated Tests

v' Update & Log: Traverse updates the existing tests executing against the device(s) and
notes the modification in the C:\Program Files
(x86)\Traverse\logs\discovery.log.

v Ignore: Traverse ignores discovered updated tests for the device(s).
v" Log Only: Traverse only logs discovered updated test information.
> Action For Deleted Tests

v" Delete & Log: Traverse deletes the test from the device(s) and notes the madification in
the C:\Program Files (x86)\Traverse\logs\discovery.log.

v Ignore: Traverse ignores discovered deleted tests for the device(s).
v" Log Only: Traverse only logs discovered deleted test information.

5. Select one or more application profiles to use during test parameter rediscovery. The application
profile acts as a filter for the test types that Traverse rediscovers. See Application Profiles (page 184)
for more information.

6. Click Update Setting.

Configuring Test Parameter Rediscovery Options
To enable or disable Test Parameter Rediscovery for individual devices, do the following steps.

» Navigate to Administration > Devices > Update for the device you want to update.

= Select or clear Enable Test Parameter Rediscovery to enable or disable Test Parameter Rediscovery, and
then click Submit.
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Application Profiles

An application profile is a pre-defined "package" of tests appropriate for a certain type of device. An
application profile can include tests of different monitor types. Traverse provides many default

application profiles for widely-used applications and devices.

Note: You cannot delete Traverse default application profiles.

Selecting an Application Profile
1. In the Manage Tests window click Create New Standard Tests. The Add Standard Tests page displays.

2. Select Create new tests from following Application Profile - When you select this option, the Application
Profile Name selection box displays with a list widely-used applications and devices.
» You can select multiple application profiles using the Shift and Ctrl keys on your keyboard.
» When you click Add Tests, the test associated with each selected profile displays as a filter for
subsequent test discovery in the Filter Tests page.

» In most cases atest page listing SNMP tests or WMI tests, or both, display. For example, the
Cisco Call Manager profile includes metrics that are collected using both SNMP and WM.

Viewing Application Profiles
To view the tests that are assigned to application profiles.
1. Navigate to Administration > Other > Custom Application Profiles.
2. Click any existing application profile in the Application Profile Name list box.
» The Description box provides an overview of the application profile.
> The Test Categories box lists the tests included in the application profile.

Manage Application Profiles
List of known application and/or device categories are provided below. Click on a profile to view the associated test categories. Entries prefixed with ™ indicate user defined
profiles

Create New Application Profile

Application Profile Name: ([Generic Server w/SNMP Agent ~
Generic Uninterruptible Power Supply (UPS-MIB)
Generic Windows Server

IronPort Email Security

Java Virtual Machine (JMX)

Juniper Router

Lotus Notes

McData Storage Systems v

Description: | performance of application running under Java
Virtual Machine. JRE 1.5+ and JMX options required

Test Categories: (| (jmx) JVM: Number Of Classes Loaded
(jmx) JVM: Garbage Collection Rate
(jmx) JVM: Virtual Machine Uptime
(jmx) JVM: Number Of Threads Running
(jmx) JVM: Thread Initialization Rate

184



Managing Tests

Custom Application Profiles
You can create a custom application profile by adding specific test categories from a monitor type.

Creating a Custom Application Profile

1.

2 AN

Navigate to Administration > Other > Application Profiles.

Click Create New Application Profile.

Enter a name for the application profile.

Optionally enter a description of profile.

Select a monitor type in the Available Monitor Type(s) drop-down menu.

Use the Ctrl or Shift keys to select the test categories you want to include in your application
profile and add the tests to the Selected Tests box. Click >> to add tests and << to remove tests.

Click Save/Update to save the application profile.

The custom application profile displays in the Application Profile Name box in the Manage Application
Profiles page. Custom application profiles display with a preceding asterisk (*).

Manage Application Profiles
’lease select a monitor type from drop-down list and choose the categories of tests you would like to include in this profile. Each application profile must have a unique

* Application Profile Name: My Application Profile

Description:

* Available Monitor Type(s): - Please Select - v|

Available Test Categories: * Selected Tests:

Save/Update ] [Cancel]

Managing Advanced Tests

Depending on the device you select, you can create the following advanced tests:

Composite Tests (page 186)
Web Transaction Tests (page 188)
Advanced SNMP Tests (page 189)
» Includes an additional MIB Browser (page 190) utility.
Advanced WMI Tests (page 192)
Advanced Port Tests (page 193)
External Tests (page 194)

To create any of these advanced tests:

ok wnPE

Navigate to Administration > Devices.

On the Manage Devices page, find the device for which you want to create a test and click Tests.
On the Manage Tests page, click Create New Advanced Tests

Select and configure one or more of the advanced tests.

Click the Provision Tests button.

185



Managing Tests

Composite Tests

Composite performance metrics allow you to create unique tests by selecting two or more existing
tests from the same or multiple network devices and specifying a mathematical formula to calculate the
final test result.

Composite tests are similar to pre-existing (or traditional) tests where you specify warning/critical
thresholds, test intervals, units, action profiles, and schedules The underlying tests that comprise a
composite test automatically inherit test intervals and schedules from the composite test to ensure
validity of the result for the composite test (depending on the formula you specify). Because of this, you
can only assign a regular test to a single (one) composite test. Also, you cannot change the polling
interval of the regular tests while they are assigned to a composite test.

The pre-existing tests retain their own thresholds, action profiles, and so on. This allows you to trigger
actions for both composite and pre-existing tests independently.

The formula you configure references the pre-existing tests using the alias of T1, T2 and so on. You
can also use operators such as +, -, *,/, and () for grouping. For example:

( (TL *5) + (T2 +10) ) / T3

You cannot delete a pre-existing test that is part of a composite test. On individual test update pages,
the option to delete the test and inherited parameters is disabled. In Administration > Devices > Tests,
attempting to update thresholds, action profiles, and inherited parameters causes a list of skipped tests
to display, and Traverse discards the update to tests that are part of a composite test.

Supported Operations

Operator Description Example
+-*/ Addition, subtraction, multiplication, division (T1*5)+ (T2 -3)
m % n remainder when dividing m by n T1 % 10
pow raise the preceding number to the power of the 2pow 32-1
following number
int round the following number to an integer int T1
cond?t:f Lf condition is true, then return value t else return value T1>207? T2: T3
<, >, == Comparison Operators: less than. greater than, T1<10
equals
<=, => Comparisons: less than or equal, greater than or T1>=100
equal
<>, 1= Comparison: not equal T1<>T2
&&, || Boolean: AND, OR (T1>10) || (T2<5)

Comparison and boolean operations yield 1 for true, and O for false if used as numbers. Expressions
are evaluated using the precedence rules found in Java, and parenthesis can be used to control the
evaluation order.

Creating Composite Tests
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1. Navigate to Administration > Devices.

2. On the Manage Devices page, find the device for which you want to create a test and click Tests.

3. On the Manage Tests page, click Create New Advanced Tests and scroll down to the Composite Tests
section, and select the check box to create a new composite test.

4. Enter the test name, test interval, warning and critical thresholds, and an action profile (optional).
Note that you can also do this after selecting the child tests.
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5. Click the Add link that is displayed next to the Child Tests field. Pre-existing Test Selection pane is
displayed, showing available tests for the given device. You can scroll through and select one or
more tests for the given device.

Search | Results

| search Results << < Page20f3 » »» OE]‘
Toggle All On This Page | All Pages
Device Name Test Name DGE

[] Media Server-1 CPU-1 Load dge-1
[] Media Server-1 ethl Util Qut dge-1
[] Media Server-1 ethl UtilIn dge-1
[] Media Server-1 ethl Traffic Out dge-1
[] Media Server-1 ethl TrafficIn dge-1
[] Media Server-1 ethl Discards Qut dge-1
[ Media Server-1 ethl DiscardsIn dge-1
[] Media Server-1 10 Wait CPU Time dge-1
[] Media Server-1 System CPU Time dge-1
Media Server -1 Process Count (java) dge-1

| [saress ] [cnee] |

6. To select tests from other devices, click the Search tab, specify a search criteria for the device, and
click the Add button at the bottom of the panel. For example, if you select Device Name, then enter
*, then all tests created for all device names will be listed on the Results tab.

7. Click the Search button to retrieve all the devices (and available tests) for the specified criteria.

Search |Results

Search Criteria Summary | Remove Al

Select Device Type lzl DGE -
Parameter dge-1

Set Value(s) Windows

Switch/Hub

IP Router

Firewall Appliance

Load Balancer/SLB

Proxy Server

WP Concentrator

Printer

Wireless Access Point 7

m

Select a parameter from the drop-down list to assign a suvitable
vzlue and click on "Add" to include it in the search criteria. Click
on "Edit" on the right panel to modify the value for a parameter or
"Remove” to exclude it. Once all search parameters have been
selected, click on "Search” to execute the query.

Cancel | | Search q }

8. Click the Results tab and select the tests you want to add and click Add Tests.

Traverse automatically assigns aliases (T1, T2, and so on) to the tests you add to the composite
test.

Composite Test

As test value rises, severity: Auto -

Child Tests (select from one or more devices on same DGE): Add

Hame Alias Actions
Process Count (java) T Remove
Process Count (java) 2 Remove

Expression:

9. In the Expression field, enter a composite test formula. For example, if you added two tests, you
can enter:
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T1 + T2
10.Click Provision Tests.
The composite test display in the Status > Test page and Manage Tests pages.

Web Transaction Tests

You can create a web transaction test in Traverse which can simulate a real user connecting to a web
site, filling in a form, clicking on various hyperlinks, etc. This is a very powerful feature in Traverse
which allows testing the response time and errors in most web-enabled applications.

The system is fairly intuitive with context-sensitive help and a mini-browser that displays the various
stages of the web transaction. You can also save and even export/import this transaction for other
sites.

Reusing the Same Web Transaction Test on Multiple Devices

Although you can specify any URL, the Web Transaction Test is intended primarily to test a web server
hosted by the same device you created the test for. Typically the test is complex and unique to the web
server you've chosen to test. Nevertheless, the same script can selected on the Advanced Test page of
multiple devices. In this case, when creating the script, ensure the Replace URL hostname with the device
address checkbox is checked, so that the starting URL specified by the script is replaced with the
address of the device being tested.

Creating Web Transaction Tests
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1. Click the Modify icon for any device, and then click Create New Custom Tests.
Scroll down to Web Transaction Test and click Manage Web Transaction Test Scripts.
Click Create Web Transaction Script.

Select No if you are not behind a proxy (typically the case).

Enter the URL you wish to monitor. This would be the same URL you would use when accessing
the site in question using a browser. For tomcat monitoring, this would be:
http://your_web_app_host /logon.jsp. If you wish to use the same script for multiple web
servers, select the Replace this URL Hostname... option. Click Next.

6. The URL you have entered will be loaded and presented on a small window. This window is
meant to show your progress on the web transaction. Do not click on any links on this window.

7. Various elements found on the page will be displayed to you on subsequent pages. You would
select the element (for example, form, link) and an item from the selected element. For example,
for the Traverse web application, if you wanted to log in you would select the form element
logonForm and click Next.

8. Depending on what element/item you choose, you will be presented with corresponding options
and as you progress through the transaction, the small Web window would show which page you
are in. You can always consult this small window to determine which element/item you would
want to pick from the transaction monitor.

9. When you have completed the session, it is time to close out the transaction script, so click
Finished. The small window will be closed automatically.

10.Provide a unique name for the script and if you wanted to search for a specific text message
during the session, you can enter it also.

11.Go back to device summary and click on modify icon for a device which has a web server running
and is serving the content for which the script was created.

12.Click Create New Custom Tests and scroll down to Web Transaction Test.

13.Check the Provision box, provide a test name (For example, Traverse WebApp) and select the
newly created script from drop-down list of Test Script.

14 .Click Provision Tests.

ok wD
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Note: You can create and manage transaction test scripts in Administration > Other > URL Transaction
Test Scripts. Note that you cannot modify an existing transaction test.

Note: The URL transaction monitor does not support JavaScript or similar browser scripting
language. It is recommended that a separate page which does not have any scripting language
should be setup for testing.

Advanced SNMP Tests

Traverse automatically detects standard MIBs and their tests. To run a test that is part of a
vendor-specific MIB, you can create an Advanced SNMP Test containing the OID of the
vendor-specific test. For an introduction see SNMP (page 146).

Creating an Advanced SNMP Test

1. Navigate to Administration > Devices.

2. On the Manage Devices page, find the device for which you want to create a test and click Tests.
3. On the Manage Tests page, click Create New Advanced Tests.
4

. On the Create Advanced Tests page, select the Advanced SNMP Test option. Fill in the test name, test
interval, warning and critical thresholds, and an action profile (optional). See the field descriptions
in the table below.

5. Click Provision Tests.

Advanced SNMP Test Fields

Field Description

SNMP Object ID The OID of the vendor-specific test that you want Traverse to poll. You can optionally
click the MIB Browser link to select the OID using the interactive tool. See Using the MIB
Browser (page 190) for more details.

Result Multiplier A number by which each test resultis multiplied. If a test returns a number of bytes, for
example, you can use a Result Multiplier of 8 to convert the result to bits.

Maximum Value Maximum possible return value for this test. You can generally ignore this unless you
are using the test result to calculate a percentage of a whole. In that case, enter the
value of the whole in this field. For example, if a test returns the number of MB
available on a disk and you want to calculate the percentage of the disk's storage
space that is available, enter the disk's total storage space in this field.

Post Processing Directive  The computation applied to the test result after it has been multiplied by the Result
Multiplier. Options include:

e Percent = current polled value / Maximum Value (e.g., current polled
value represents 20% of total disk space).

e Delta = current polled value - last polled value (for example, 3 MB of disk
space used since last poll).

e Delta Percent = (current polled value - last polled value) / Maximum
Value (e.g., the difference between the current value and the last value
represents 2% of total disk space).

¢ Rate = Delta / time between polls (e.g., rate of disk usage is3 MBin 5
minutes).

e Rate Percent = percentage change since the last poll (e.g., rate of
change measured as a percentage of the whole is 2% of total disk space
in 5 minutes).

e Rate Invert = perform a rate calculation (2 consecutive poll, measure
delta, divide by time) and then subtract the value from the configured
maximum. Similar to Reverse Percent, but does not perform the %
calculation.
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¢ Reverse Percent = the difference between 100% and the percentage
represented by the last polled value (e.g., last polled value for a disk
usage test represents 20% of total disk space, so the reverse percent is
80%, which is the amount of free space).

e HexString to Long = poll an expected hexadecimal (base 16) value to
convert it to base 10. For example the hexadecimal value 1A is
converted to 26. Supports positive values only.

e TimeTicks = divide an expected timeticks value by 100 to convert it to
seconds.

¢ None = polled value is not processed in any way.

Test Units The units in which test results are displayed.
As test value rises, Specify the relationship between test value and severity. Options include:
severity: e Auto: If you select this option, Traverse sets this option based on the

Warning and Critical thresholds for this test. If the Critical threshold is
higher, as test value rises, severity ascends. If the Warning threshold is
higher, as test value rises, severity descends.

e Ascends: As the value of the test result rises, severity rises.

o Descends: As the value of the test result rises, severity falls.

o Discrete: Specify a list of integers or ranges of numbers using the syntax:
1,3,5,10-25. Specify different values for warning and critical. Any
returned value that does not match a value in either list means the
device is OK.

¢ Bidirectional: You can set a "range" of numbers for each threshold and if
the value crosses either of these two boundaries of the range, it will set
the severity to Warning or Critical

Using the MIB Browser

If you do not know the object ID (OID) of the SNMP attribute you would like to monitor, you can use the
interactive MIB browser to load MIB files and walk or query any SNMP object on a device.

Loading MIBs

By default, the MIB browser is loaded with two popular MIB files: IF-MIB and
HOST-RESOURCES-MIB. If your device has specialized SNMP object IDs, you will need to obtain the
appropriate MIB file from the device vendor and load it into the MIB Browser. In addition, MIBs may
have dependencies on other MIBs. You may be required to load other MIBs to support the MIB you
want to load and use. The MIB Browser notifies you of the dependency if you attempt to load a MIB file
that requires another MIB file that's missing. A set of MIB files are installed with your DGE extension at
<Traverse_Install Directory>\lib\mibs.

Note: loading a MIB in the browser does not impact the display in the Event Manager (page 227) or elsewhere
in Traverse. The MIB browser is just a utility to help you browse and select an OID for inserting into an
advanced SNMP test (page 146).

Accessing the MIB Browser
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From the Administration tab:
1. Navigate to Administration > Devices.
2. Click Tests on the line for a device, and then click Create New Advanced Tests.
3. Click MIB Broswer under Simple Network Management Protocol Tests.

From the Status tab:
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1. Navigate to Status > Devices.
2. Click on a device name, and then click Additional Tools.
3. Click Go on the SNMP MIB Browser line.

Querying a Remote SNMP Device
1. Select File > Load MIB and browse your local computer for the MIB file(s) to load.

MIB Console By Traverse

File Operations Help

Load MIB . .. | .. |
C % 192.168.10.20 Snmp Port i 161 SHMPWE Auth ¢ | pone | w
Unload MIB -
r—— Snmp Version :| 2 |w SNMPY3 Encr ¢ | None | ¥
Unload Al I | [None | ¥ |
= Result Table
| Close \CES-MIB
» ] 1IF-MIB

2. Select the primary MIB first, and then satisfy dependency by selecting any supporting files that

are referenced. Once a MIB has been loaded, it remains persistent in the MIB Browser until you
unload it, by selecting File > Unload MIB or File > Unload All.

Upload MIB and supporting files

Select supporting files or press Upload to send file to server.

Primary MIB : % VMWARE-RESOURCES-MIB.mib Browse
Supporting Files : SHMPv2-SMI.mib = Browse
VMWARE-TC-MIB.mib Remove
SNMPv2-TC.mib
VMWARE-ROOT-MIB.mib K3

Upload Cancel

3. Set the different device parameters such as Device Name/Address, SNMP community string, port

number (standard 161), version.

4. For version 3 SNMP you can select:

> SNMPv3 Auth - The authentication type: None, MD5 or SHA. Defaults to None.
» SNMPv3 Encr - The encryption scheme: None and DES. Defaults to None.
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5. Select either GET or WALK from the Operations menu. Note that a GET will only work on a leaf
node (a node in the tree without any children), whereas a WALK will display all SNMP variables
and values below a selected branch node. It is recommended that you do a WALK operation on
the subset of the tree that you are interested in, and then do a GET on the final metric that you
would like to monitor using Traverse to verify that the GET operation works.

MIB Console By Traverse

File  Operations  Melp
Davica Address ! 192.168.10.20 Snmp Port r 161 SMMPYZ Auth |Nane | = | ol 1.3 Oparations! |walk| l%
Semp Community | Frae=s Snmp Version :| 2 |w | SNMPYS Ener None | ¥ |Select 010 for test creation
SHMP MIES
» ] HOST-RESOURCES-MIB Name/oID Type Value |
» (] IF-MIB sysDascr.0 CctatString Linux demo.zyrion.com 2.6.25.5-40.fc8 =1 SMP Fri Jun 27 C
’ 16125:52 EDT 2008 686 -
¥ [ VMWARE-RESOURCES-MIB r
sysObjectin.o Cbjestidentifier  1.3.6.1.4.1.8072.3.2.10
| org
sysUpTime.0 TimeTicks 46 days 04:10:39
sysContact.0 Octetstring Root <root@localhost> (configure fete/snmpisnmp.local.conf)
syshame.0 CctatString dema.zyrion.com
syslocation.O CictetString Unlenown (edit /ate/snmp/anmpd.conf)
systam. 2.0 TimeTicks 00:00:00
system.3.1.2.2 Cbjectidentifier  1.3.6.1.6.3.10.3.1.1
system.5.1.2.2 Objectidentifier  1.3.6.1.6.3.11.3.1.1
systam.5.1.2.3 Objactidentifier 1.3.6.1.6.3.15.2.1.1
systam.9.1.2.4 Objectidantifier  1.3.6.1.6.3.1
system.$.1.2.5 Cbjestidentifier  1.3.6.1.2.1.4%
system.3.1.2.6 Objectidentifier  1.3.6.1.2.1.4
system.9.1.2.7 Objectidentifier  1.3.6.1.2.1.50
systam.5.1.2.8 Cbjactidentifior  1.3.6.1.6.3.16.2.2.1
system.9.1.3.1 CictetString The SHMP Mansgement Architecture MIE.
systam.5.1.3.2 CctetString Tha MIE for Massage Processing and Dispatching.
system.$.1.3.3 CotetString The management information definitions for the SHMP Userbased
Sacurity Modal.
Nare p— systam.S.1.3.4 OctatString Tha MIE modula for SHMEV2 antitias
=0 = system.9.1.3.5 CictetString The MIE module for managing TCP implementstions
systam.5.1.2.6 CoctetString Tha MIE modula for ging 1P and 1ICMP imple
Synkax  |regPt
system.3.1.3.7 CotetString The MIE module for managing UDP implementations
Access
system.5.1.3.8 Octetstring Viewbasad Access Contral Model for SHMP.
Status
systam.5.1.4.1 TimaTicks 00:00:00
azer system.3.1.4.2 TimeTicks 00:00:00
System.$.1.4.3 TimeTicks 00:00:00
system.3.1.4.4 TimeTicks 00:00:00 =

6. If you accessed the MIB Browser from the Administration tab, you can select the OID that you would
like to provision into Traverse, and click Select OID for Test Creation. This will automatically insert
the OID into the Advanced Test creation page.

7. You can close the MIB Browser window after you have added the OID.

Advanced WMI Tests

Traverse allows you to create advanced WMI tests.

Creating an Advanced WMI Test
1. Navigate to Administration > Devices.
2. On the Manage Devices page, find the device for which you want to create a test, and then click
Tests.
3. On the Manage Tests page, click Create New Advanced Tests.

4. On the Create Advanced Tests page, select the Advanced WMI Test option. Fill in the test name, test
interval, warning and critical thresholds, and an action profile (optional). See the field descriptions
in the table below.

5. Click Provision Tests.

Field Description

WMI Property Specify the WMI property in \CLASS_NAME:PROPERTY:QUALIFIER=VALUE
format. If a singleton property is selected, use @ in place of QUALIFIER=VALUE. For
example: \win32_processor:LoadPercentage:DevicelD="CPUOQ"

Result Multiplier A number by which each test result is multiplied. If a test returns a number of bytes, for
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example, you can use a Result Multiplier of 8 to convert the result to bits.

Maximum Value Maximum possible return value for this test. You can generally ignore this unless you
are using the test result to calculate a percentage of a whole. In that case, enter the
value of the whole in this field. For example, if a test returns the number of MB
available on a disk and you want to calculate the percentage of the disk's storage
space that is available, enter the disk's total storage space in this field.

Post Processing Directive  The computation applied to the test result after it has been multiplied by the Result
Multiplier. Options include:

Percent = current polled value / Maximum Value (e.qg., current polled
value represents 20% of total disk space).

Delta = current polled value - last polled value (for example, 3 MB of disk
space used since last poll).

Delta Percent = (current polled value - last polled value) / Maximum
Value (e.qg., the difference between the current value and the last value
represents 2% of total disk space).

Rate = Delta / time between polls (e.g., rate of disk usage is 3 MB in 5
minutes).

Rate Percent = percentage change since the last poll (e.g., rate of
change measured as a percentage of the whole is 2% of total disk space
in 5 minutes).

Rate Invert = perform a rate calculation (2 consecutive poll, measure
delta, divide by time) and then subtract the value from the configured
maximum. Similar to Reverse Percent, but does not perform the %
calculation.

Reverse Percent = the difference between 100% and the percentage
represented by the last polled value (e.g., last polled value for a disk
usage test represents 20% of total disk space, so the reverse percent is
80%, which is the amount of free space).

HexString to Long = poll an expected hexadecimal (base 16) value to
convert it to base 10. For example the hexadecimal value 1A is
converted to 26. Supports positive values only.

TimeTicks = divide an expected timeticks value by 100 to convert it to
seconds.

None = polled value is not processed in any way.

Test Units The units in which test results are displayed.
As test value rises, Specify the relationship between test value and severity. Options include:
severity: e Auto: If you select this option, Traverse sets this option based on the

Advanced Port Tests

Warning and Critical thresholds for this test. If the Critical threshold is
higher, as test value rises, severity ascends. If the Warning threshold is
higher, as test value rises, severity descends.

Ascends: As the value of the test result rises, severity rises.

Descends: As the value of the test result rises, severity falls.

Discrete: Specify a list of integers or ranges of numbers using the syntax:
1,3,5,10-25. Specify different values for warning and critical. Any
returned value that does not match a value in either list means the
device is OK.

Bidirectional: You can set a "range" of numbers for each threshold and if
the value crosses either of these two boundaries of the range, it will set
the severity to Warning or Critical.

Advanced Port Tests allow you to send a text string to a TCP port, and then check the response
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against an expected string (the return string does not have to be a perfect match, only a substring
match).

Creating an Advanced Port Test

1. Navigate to Administration > Devices.

2. On the Manage Devices page, find the device for which you want to create a test, and then click
Tests.

3. On the Manage Tests page, click Create New Advanced Tests.

4. On the Create Advanced Tests page, select the Advanced Port Test option. Fill in the test name, test
Interval, warning and critical thresholds, and an action profile (optional). See the field descriptions
in the table below.

5. Click Provision Tests.

Field Description
Send String The string to be sent to the remote TCP port.
Expect String The string against which the remote port's response is checked. The Action Profile is

activated when the response is a substring match for the Expect String.
Port The TCP port on this device to which the DGE will send the Send String.
Traverse connects to the target port specified, transmits the send string if one is specified and then

performs a case-insensitive sub-string match for the expect string if one is specified. As an example, to
monitor if the sshd TCP port is alive and responding:

= test Name: sshd service
= send string: (blank)
= expect string: SSH
= port: 22
If you just want to test connectivity to a TCP port, leave the expect string blank.

To note that it is also possible to send a multi-line string when setting up the above test by separating
each line with \n\n (carriage return + line feed).

Determining if the TCP Port is Operating/Enabled

This can be accomplished by creating an advanced port test and not specifying any send/expect
strings. For example, if you wish to monitor port 7000 on device my_device, navigate to Administration
> Devices > Tests > Create New Advanced Tests and provide the following parameters:

= test name: (as you see fit)

= send string: (blank)

= expect string: (blank)

= port: 7000
Now Traverse will test to make sure that my_device is accepting incoming connections on port 7000
at the specified interval.

External Tests
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An External Test is one that is run outside of Traverse (by a stand-alone script, for example). The test
result is inserted into Traverse via the External Data Feed (EDF)
(http://help.kaseya.com/webhelp/EN/tv/9030000/dev/index.asp#30242.htm) and aggregated as though Traverse
had collected it. Although the test itself is not run by Traverse, by creating an External Test, you
determine how test results will be processed after they are received via EDF.

For more information on implementing external tests, see the Traverse Developer Guide & APl Reference
(http://help.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm).


http://help.kaseya.com/webhelp/EN/tv/9030000/dev/index.asp#30242.htm
http://help.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm

Creating an External Test
Navigate to Administration > Devices.

1.
2. On the Manage Devices page, find the device for which you want to create a test and click Tests.
3.

4. On the Create Advanced Tests page, select the External Test option. Fill in the test name, test Interval,
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On the Manage Tests page, click Create New Advanced Tests.

warning and critical thresholds, and, if desired, an action profile (optional). See the field
descriptions in the table below.

Click Provision Tests.

Field
Test Units
Maximum Value

Result Multiplier

Alarm After Inactivity

Post Processing Directive

As test value rises,
severity:

Description
The units in which test results are displayed.

Maximum possible return value for this test. You can generally ignore this unless you
are using the test result to calculate a percentage of a whole. In that case, enter the
value of the whole in this field. For example, if a test returns the number of MB available
on a disk and you want to calculate the percentage of the disk's storage space that is
available, enter the disk's total storage space in this field.

A number by which the test result is multiplied. If a test returns a number of bytes, for
example, you can use a Result Multiplier of 8 to convert the result to bits.

Number of minutes after which the DGE will mark stale test results as FAIL. The check
is performed only if the DGE has received at least one test result since it was created.
Use this to provide notification if no new results have been received for an external test.

The computation applied to the test result after it has been multiplied by the Result
Multiplier. Options include:

e Percent = current polled value / Maximum Value (e.g., current polled
value represents 20% of total disk space).

¢ Delta = current polled value - last polled value (for example, 3 MB of disk
space used since last poll).

e Delta Percent = (current polled value - last polled value) / Maximum Value
(e.g., the difference between the current value and the last value
represents 2% of total disk space).

¢ Rate = Delta / time between polls (e.g., rate of disk usage is 3 MB in 5
minutes).

¢ Rate Percent = percentage change since the last poll (e.g., rate of
change measured as a percentage of the whole is 2% of total disk space
in 5 minutes).

¢ Rate Invert = perform a rate calculation (2 consecutive poll, measure
delta, divide by time) and then subtract the value from the configured
maximum. Similar to Reverse Percent, but does not perform the %
calculation.

e Reverse Percent = the difference between 100% and the percentage
represented by the last polled value (e.g., last polled value for a disk
usage test represents 20% of total disk space, so the reverse percent is
80%, which is the amount of free space).

e HexString to Long = poll an expected hexadecimal (base 16) value to
convert it to base 10. For example the hexadecimal value 1A is converted
to 26. Supports positive values only.

e TimeTicks = divide an expected timeticks value by 100 to convert it to
seconds.

¢ None = polled value is not processed in any way.

Specify the relationship between test value and severity. Options include:

o Auto: If you select this option, Traverse sets this option based on the
Warning and Critical thresholds for this test. If the Critical threshold is
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higher, as test value rises, severity ascends. If the Warning threshold is
higher, as test value rises, severity descends.

e Ascends: As the value of the test result rises, severity rises.

o Descends: As the value of the test result rises, severity falls.

o Discrete: Specify a list of integers or ranges of numbers using the syntax:
1,3,5,10-25. Specify different values for warning and critical. Any
returned value that does not match a value in either list means the device
is OK.

o Bidirectional: You can set a "range" of numbers for each threshold and if
the value crosses either of these two boundaries of the range, it will set
the severity to Warning or Critical.

Linked Device Templates

A Linked Device Template contains a group of tests that can then be applied to multiple devices so that
each associated device is provisioned with the same tests. The Linked Device Template can also include
an action profile and a custom schedule as well. Creating a Linked Device Template allows you to
configure tests for a master device and then apply that template across multiple associated devices.
What's important to note is that when the template for the master device is updated, you have the
option to push the updated template to all the devices associated with the given Linked Device Template.

For example, you might be using Traverse to monitor your network infrastructure, in which several
devices have the same hardware and software configuration. Because these devices have the same
hardware and software configurations, you want to execute the same tests, standardize thresholds,
apply particular action profiles, and remove unnecessary tests. Creating a Linked Device Template allows
you to configure these options one time in a template, and then apply the template to the applicable
devices. But, more importantly, it allows you to preserve the relationship to enable easy updates if and
when the master template changes.

Note: Kaseya recommends using linked device templates for application and server monitoring. Typically,
routers and switches have configurations that are unique, and applying a template created from one
router onto another router can cause incorrect test results (because of invalid OIDs).

Note: Because Traverse stores all test settings (such as SNMP OIDs, SNMP community strings, WMI
properties and WMI login credentials) in the linked device template, you must ensure that the template
is valid/applicable for the associated devices (to which you are applying the template).

Creating a Linked Device Template
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1. Create tests for a device that you will designate as a "master" device in step 4 below.

» Creating standard tests for a device is described in Managing Standard Tests (page 160). Your
intent should be to create tests, action profiles and custom schedules for the "master" device
that are applicable to other devices.

2. Navigate to Administration > Other, then click Device/Linked Templates to display the Manage Device
Templates page.

» The Manage Device Templates page displays both linked device templates and static device

templates.

3. Click Create New Template.

» The Create New Template link only created linked device templates. Static device templates
are created on the Manage Tests page of a selected device.
4. Specify the Template Name, the Template Scope (Tests, Action Profile, Custom Schedule), and the
Master Device using the various search parameters to find and pick the master device.
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5. You can associate one or more Linked Devices with the device template when creating it, or this

can be done later by editing the template. Note, to associate devices with a given template, they
need to have been previously created already, with a default or custom profile at the time of
creation.

UppaTe DeEvice TEMPLATE
Remember to "Apply” the template to cloned devices (selected below) after changing the master device.
* -indicates a required field

* Template Name : standard
* Template Scope : ¥ Tests [¥Y] Action Profile [¥] Custom Schedule

* Master Device dev-av-winld

Linked Devices :

Description :

Save Device Template | \ Reset | | Cancel |

Applying a Linked Device Template

1.

2.
3.

Navigate to Administration > Other, and then click Device/Linked Templates to access the device
template management page.

For a given device template click Apply.

You will be presented with the option to preserve or delete existing tests that are not covered by
the linked template, and then click on Apply to push the settings in the linked template to the
associated devices.

AppLY Device TEMPLATE
The selected template is associated with 0 cloned devices. Please confirm that you wish to update these devices with the configuration of the master device dev-av-win0d

Template Scope: [V Teste V| Action Profile [¥| Custom Schedule
Existing Tests @ preserve delete

| Apply | | Reset | | Cancel |

Static Device Templates

A Static Device Template is a template that contains a group of tests with customized parameters that you
can then apply to multiple target devices so that each of the target devices is provisioned with the same
tests. This functionality supports a one-time application of the tests to the target devices, and once the
tests are provisioned for a target device, no association is maintained between the target device and
the source template.

Creating a Static Device Template

1.

oakwN

Create tests for a device as described in Managing Standard Tests (page 160).

Navigate to Administration > Devices, and then click Tests for the device you configured in Step 1.
Click Create Device Template.

Enter a Template Name.

Ensure the Static list of tests option is selected.

If the Linked to this device option is selected, a new Linked Device Template is created that has does
not have any devices assigned to it yet.
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7. Enter a Description that describes the tests in the template for this device.
8. Click Apply.

CREATE/UPDATE DEVICE TEMPLATE

Department. Customer F

Device: dev-av-win0d

Provide a unigue name and optional description for this template or you may update an existing template with the settings for this device.
*-indicates a required field

q Create a new template
Template Mame

Template Type : @ static list of tests ) Linked to this device
Description :

i Update an existing Device Template (static type only)

Template Mame -Select a device templatefE Delete Device Template

Description :

[Apply ] [ Reset] [ Cancel ]

Updating or Deleting a Static Device Template
1. Click Create Device Template in the Manage Tests page.

2. Click Update an Existing Template, select the template and either update the name and/or
description of the template or click Delete Device Template to remove the template from Traverse.

Applying a Static Device Template to an Existing Device
1. Navigate to Administration > Devices.
2. Click Tests on the line for the device you want to add tests for.
3. Click Create New Standard Tests.
4. Select the radio button for Create new tests using a Device Template.
5. Select a device template from the drop down list.
6. The drop-down lists displays both Linked Device Templates and Static Device Templates.
Click Add Tests.

Create new tests using an Application Profile (Fitered Discovery)

@ Create new tests using a Device Template

Template Name : Please Select
Peccriton: (g = oo |
CUCM Lab Template b

Hosted Web Server Template

B emote Office Router Template

Add Tests [ Standard Cisco 3600 Router

Creating a New Device Using a Static Device Template
1. Navigate to Administration > Devices.
2. Click Create A Device.
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Provide the required information, ensuring that the Create New Tests After Creating This Device check
box is selected.

Click Create Device.

Select the radio button for Create new tests using a Device Template.
Select a device template from the drop down list.

Click Add Tests.

Suppressing Tests

When you suppress atest, its status does not affect the overall status of any associated device, service
container, or department. It continues to run at the specified interval and collect data.

For example, assume that a device has two network tests configured. When both tests have status OK,
the overall status of the device in the Network column of the Device Summary page is OK. If one of these
tests goes into WARNING state, the overall status of the device in the Network column of the Device
Summary page changes to WARNING. However, if you suppress the test that is in WARNING state, the
status of the remaining tests determines device status. In this case, there is only one other test, with
status OK, so the overall device network status is OK.

A suppressed test is considered "Acknowledged."

If a device is down for maintenance, it should be suspended so that it's downtime is not accounted
for in availability reports.

Two Types of Suppression
There are two types of suppression. You can choose either option separately or both.

Suppress from Display - When the status of the test changes (e.g., from WARNING to CRITICAL or
from CRITICAL to OK), the test is automatically unsuppressed and Traverse again takes the
test's status into account for determining device, service container, and department status. If the
suppressed test returns to status OK, it is no longer suppressed. The next time its status becomes
WARNING, overall device status will also become WARNING, unless you suppress the test once
again.

Suppress from Notification - When you suppress a test from notifications, Traverse stops the
notifications and actions associated with the test until you clear this option.

Suppress Threshold Events and Messages

You can suppress the threshold events of tests while browsing through events in the Event Manager
(page 227). You can also suppress messages using the Event Manager. Messages are generated by a
Message Handler (page 241) instead of test assigned to a device.

1.
2.
3.

Navigate to the Status > Events.
Select the gear icon in the Actions column.
Set options in the Suppression dialog.

» If Status only is selected the event is removed from the Event Manager consoles. Events for the
same test will not be added to the Event Manager until the test changes from WARNING or
CRITICAL back to OK again.

> If Notification only is selected, the event remains in the list, is shown to be acknowledged and
all actions and natifications for the test are suppressed until the suppression is manually
cleared from the test using either the Test Update or Manage Test pages.

> If Both is selected, the event is removed from the Event Manager. Events for the test may
re-display in the Event Manager after the the test changes from WARNING or CRITICAL
back to OK again. However, the no actions or notifications will occur until the test is manually
unsuppressed.

199



Managing Tests

» Suppressed message events are permanently removed from view.

EVENT MANAGER
N

Quick Fgl':: Q| @ (v ' @ Messages Y] Test Results SLA Alerts Search
Grouping | Change Active Events for Customer F
All . . . .
ity (15) State D Actions Ackd. By Device/Object Name Address Latest Time 5
nknown )
@ 3311 & Acknowledge 10.10.32.129 11/15/13 10:53 AM
@ 3312 % Suppress 10.10.32.129 11/15/13 10:53 AM
@ 3313 ¥ Annotate 10.10.32.129 11/15/13 10:53 AM
@ 3314 & Enter Ticket ID - A\ - 10.10.32.129 11/15/13 10:53 AM
@ 3315 ] Suppression x
@ 3318 L] This operation will suppress the selected threshold
@ 3317 : violation events while permanently remove message
' - events from view.
@ 3318 & _ _
) ) i i &

@ 3310 i Status ) Notification ') Both
@ 3320 £ @ until condition changes
@ 3308 ) ) for |20 minutes [
@ 3309 i 2 until [11/16/2013
@ £EL — Submit Cancel
@ 3307 @

Suppress Multiple Tests
You can suppress multiple selected test using the Manage Tests page.
1. Navigate to Administration > Devices > Tests to display the Manage Tests page.
2. Select one or more tests.
3. Select Suppress from the Modify Test drop-down list.
4. Click Submit.

] Service: Workststion wrilt

O System Uptime wmil1

| VirualMemory Usage

Suppress a Single Test
You can suppress a single test using the Update Tests page.
1. Navigate to Administration > Devices > Tests > Update to display the Update Tests page.
2. Check the from display checkbox or notifications checkbox or both.
3. Set options for ignore conditions on summary pages.
4. Click Submit.
Suppress [ from display @

[T natifications a

Ignore condition on summary pages (applicable to tests only):
'@ until condition changes
) for |30 minutes E|

) untit[Nov [=] [18[=] [2013[+]

Adaptive Time Based Thresholds

Once tests have been provisioned, you can specify threshold values for specific time windows. This
allows setting alarm thresholds that match varying patterns of use or load in the IT infrastructure. For
example, if nightly back-up jobs increase the utilization levels of a server during the evening hours,
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then you can set higher threshold levels for this time period so that unnecessary alarms are not
generated. The day time thresholds can be set to be lower to ensure that a quality end-user experience
is provided.

Setting Time Based Thresholds for One or More Tests
Select the Administration tab.
On the Manage Devices page, for a given device click the Tests link.

From the test to modify click the & icon in the MODIFY column.
Check the Adaptive Threshold check-box. A Configure link displays when you do.
Click the Configure link. An Edit Time-Based Thresholds window displays.

Specify warning and critical threshold values for hourly ranges for each weekday. Each time you
specify an hourly range for a weekday, the "hours outstanding” range is added below it, until all
the hours of the day are accounted for.

7. After you have filled out the grid of threshold values, click the Apply button.

ok wNPE

Edit Time-Based Thresholds

Apply [ Reset | Cancel

Friday

Sunday Monday Tuesday Wednesday Thursday Saturday
12a 02 v 12a o 12a  ~ 12a o 12a v 12a o 12a v 12a 0128 v 12a 0128 v 12a 0122w
&5 o5 &5 95 85 95 85 95 35 95 35 95 35 95
2a w to 123 -

90 93

Smart Thresholds Using Baselines

Baselining is a process by which Traverse can automatically set the warning and critical thresholds for
each test based on the test's historical data. This allows one to set customized thresholds
automatically based on each tests's individual behavior.

As an example, the response time for a local device is normally much smaller than the response time
for a device in a remote datacenter because of network latency. Rather than setting the response time
warning threshold for all devices to be the same, you can use the baseline feature to calculate the 95th
percentile of the response time reported for each device over a three-month period, and then set the
warning threshold to be 10% higher than this 95th percentile value.

Once a baseline threshold value is set for a test, the threshold value is static. If you wish to re-calibrate
the baseline threshold, you need to rerun it.

Baseline Data Set

The baseline value is calculated for each test based on its own historical data. You select the devices
and tests for which you want to run baselining by specifying a combination of device name, test name
and test type.

Each time Traverse aggregates a test result, it stores three values: The minimum, maximum, and
mean values of the tested variable over the course of the aggregation period. For example, if Traverse
is configured to store data for 1 day at 10 minute samples, and a test is set up to run every 10 minutes,
in the course of a day it generates 144 test results. Each test result includes the maximum, minimum,
and mean values of the tested quantity for the 10 minute period. You can generate a baseline from the
maximum, minimum, or mean samples within the specified date range.

Traverse can calculate a single baseline value based on the historical data which can then be used to
generate a static warning and critical threshold for a test. In addition to static thresholds, Traverse can
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also calculate the baseline per day of week and per hour of day (e.g. 8am on Thu) and use these
dynamic baselines to create time based thresholds.

Creating a Baseline and Setting Thresholds for One or More Tests
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1.
2.

9.

Select the Administration tab.
On the Manage Devices page, click Test Baseline Management.
» If you instead access the Test Baseline Management page from either the Manage Tests page or
the Update Test page, some of the Baseline Management information is filled in.
Specify the device names and test names you want to baseline. In both fields you can use a
regular expression containing *' wildcards to match multiple device names.
Select the test types and subtypes you want to baseline.
Enter the date range of the test results to be used in calculating the baseline. Each selected test
must have test results available for the full date range.

In the Taking values of field, specify whether you want the baseline to be calculated from the
maximum, minimum, or mean values of the test results

Near the And using the field, select a method for calculating the baseline from the selected results.
Correlate the Warning Threshold and Critical Thresholds to the baseline. For each threshold, enter a
percentage above or below the baseline, and then click Submit.

The system calculates the baselines. This step might take some time depending on the amount of
data to be processed.

10.0Once the baselines are calculated, the Test Baseline Management window is displayed. The window

lists each test that matches your search criteria along with the current thresholds in the Old
Warn/Crit column and the new values that have been calculated from the baseline in the New
Warn/Crit column. At this point, thresholds have not yet changed. Select those tests whose
thresholds you want to change, and then click Done.

Field Description

Device Name/RegExp The name of a device whose tests are to be baselined, or a regular expression
containing *' wildcards to match multiple device names.

TestName/RegExp The name of an individual test to be baselined, or a regular expression containing the

“* wildcards to match multiple test names.

Test Type/Subtype The monitor and subtype of the test(s) to be baselined. e.g. port/http,
snmp/chassis_temp.

Start Date, End Date The start and end date of the test results to be used in calculating the baseline.
Note: Each selected test must have test results available for the full date range.

Taking values of The value from each test result (maximum, minimium, or mean) that is used to
calculate the baseline.

And using the The method (average or 95th percentile) used to calculate the baseline from the

maximum, minimum, or mean test results. average is the mean of the test results (sum

of test results / number of test results).

Warning Threshold A percentage above or below the calculated baseline. Select above if the test result
gets worse as it gets higher. Select below if the test result gets worse as it gets lower.

When the test result crosses this threshold, test status is set to Warning.

Critical Threshold A percentage above or below the calculated baseline. Select above if the test result
gets worse as it gets higher. Select below if the test result gets worse as it gets lower.

When the test result crosses this threshold, test status is set to Critical.
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Custom Schedules

You can configure a time schedule (hour and day of week) for running a test or action/notification, and
assign this schedule to a test or action/natification. Tests, actions and notifications are limited to the
times you enable. By default, the schedule is 24x7 (all the time). These schedules are stored in your
local timezone specified in Administration > Preferences.

Create Schedule
Fill in information for the schedule below. Click Create Schedule to confirm. Example: for Sam-apm, select the checkboxes from 9ato 4p
*-indicates a required field 9

* Schedule Matme: INDrmaI Weeakend

Regular non- -
Schedule Description: holiday weekend.
=
12a 1 2 3 4 5 B T 8 8 10 1 12p 1 2 3 4 5 B 7 8 8 10 11
RN 2 2 A A 2 O A 2 o el e e i =T
(O i el el et e el et e e e el el el et e
LV e e e e e et e e e el i
BTN e el el et e e e el s s e el el el el el e N
TR il il il il i nl ml nl nl n il nl nl nl n n  h
O et e e et et e e s et s e e el el
“ FFFFRERRFRFEFEFRFRRFRFRFEFEFRRRERERCC D OO

Create Schedule I Reset |

To create a new action schedule, see Assigning Time Schedules to Actions (page 125).

Creating a New Test Schedule

1.
2.
3.

4.
5.

Select Administration > Other > Custom Schedules.
On the Manage Schedules page, click Create a schedule.

On the Create Schedule page, enter a Schedule Name and, optionally, a Schedule Description. Then
select the hours of the day on those days of the week on which you want this schedule to run. You
can select or clear an entire row or column at a time by clicking the row or column header.
Selecting the check box for an hour means all minutes in that hour, e.g. 5:00 to 5:59.

Click Create Schedule.

Scheduling a Test

1.
2.

3.

Navigate to Administration > Devices.

On the Manage Devices page, find the device whose test(s) you want to schedule, and then click
Tests.

On the Manage Tests page, select the test(s) you want to schedule in the Select column.

In the Apply the following updates to the tests selected above area, select the schedule that you want to
apply from the Test Schedule list.

Click Submit to schedule the test(s).
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Network Flow Analysis
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Overview

Traverse supports integration with network flow and packet level data collection tools to provide
seamless drill-down from system and device level monitoring to troubleshooting and analysis using
flow and packet data. This data provides details about the network traffic between hosts, enabling
quick identification of impacted services, trouble areas, and problem sources.

Network routers and switches can be configured to export conversation records for traffic flowing
through them to a "flow collector." These records consist of the source and destination IP address, as
well as the source and destination ports. Based on this information, it is possible to find out the total
traffic between two hosts and the type of application.

The flow collector provided with Traverse includes support for Netflow v9.

Architecture

To enable network flow analysis integration in Traverse, the following components need to be
configured:

= Traverse DGE or DGE extension

= Traverse Flow Analysis Engine (flowqueryd)

= NetFlow collector (3rd party or Traverse included collector)

= Router or switch to export flow records
The network flow analysis integration in Traverse is flexible and can be easily extended to integrate
with many different network flow data collectors by customizing the flowquery daemon to query flow
data from different products. Please contact Kaseya Support (https://helpdesk.kaseya.com/home) to find out if
your existing flow collector is supported. There is no charge for the flow collector included in Traverse,
but you need to license the Traverse flow analysis and charting component.
The DGE or DGE extension queries the network flow data from the flowqueryd daemon, which

fetches the data from the flow collector and returns it to the DGE. This data is then processed and
displayed in Traverse.

Configuring the DGE or DGE extension

By default, the DGE or DGE extension is configured to use the Traverse integrated NetFlow collector
running on the same server. To configure the DGE to communicate with a flowquery daemon running
on a different netflow server, edit the configuration file <TRAVERSE_HOME>/etc/dge . xml and locate the
following section:

<flow-engine

host="127.0.0.1"

port="7669"

Replace the 127.0.0.1 value with the IP address of the server where flowqueryd is running. The port
number and login credentials should not be altered without prior consultation with Kaseya Support
(https://helpdesk.kaseya.com/home).

Configuring the Flow Analysis Engine

The Flow Analysis Engine (flowqueryd) is used to query context-sensitive flow information from the
integrated or third-party flow collector. By default, flowqueryd is configured to work with the Traverse
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integrated NetFlow collector. To configure flowqueryd, edit the configuration file
<TRAVERSE_HOME>/etc/flowqueryd. conf.

Configuring NetFlow Collectors
Traverse has an integrated NetFlow collector which is pre-installed, but disabled by default.
1. Login to Traverse as superuser, or an equivalent user.
2. Navigate to the Superuser > Global Config > Netflow Collector page.

STATUS DASHBOARD CONFIG MGMT REPORTS ADMINISTRATION
o} £}

LISE!

SUPERUSER

HEALTH ADMIN

Global Configuration Settings

Web Application
Configurstion parameters for Traverse User Interface

Data Gathering Engine
Configurstion parameters for various monitors on DGEDGE extension

HetFlow Collector
Enablesdizable or configure MetFlow data collection on DGEDGE extenzion

Alarm Receiver Message Handler
Configuration parameters for SMMP trap, Syslon, Windows Events receivers

Post Upgrade Tasks
Configuration and cata conversion tasks to perform after upgrading from Traverse 5.5

3. Choose the DGE or DGE extension you wish to add a netflow collector on, and select Update.

4. Enable the netflow collector, then choose a device from your list of network devices. Only routers,
switches, and firewalls can be used as flow sources. Choose the host to allow flow data from. This
allows you to send flow data from the loopback interface, or from a different IP than the one
provisioned in Traverse). Choose the port, and the protocol that Traverse will accept.
Additionally, you can specify the network that is “inside" of this device, so that Traverse can
categorize the data from an internal/external standpoint.

NetFlow Collector Management
NetFlow Sources for DGE(dge-1)
Enabled Netflow Collector

Add New NetFlow Source

Source #1 o

=]

Core Infrastructure - Netflow Collector (127.0.0.1) -

Accept From IP Address 127001
Flow Data Format netflow-vs -
Transport Protocol udp =
Accept On Port Number 2055
10.0.0.0/8

Local Network{s) in CIDR notation | 172.16.0.016
Enter each entry on separate line | 192.168.1.0/24
Example: 192.168.10.0/24

Save Cancel

207



Network Flow Analysis

5. Press the Save button when you are done. Traverse will respond with the following prompt:

Apply Flow Config x
Would you like to apply the newly configured settings to the NetFlow Collector

now?

Yes, Apply Now No, Defer For Later

6. Choosing Yes, Apply Now will immediately write the new configuration out to the flow collector, and
re/start the flow collection subsystem. Choosing No, Defer For Later will save your configuration, but
not apply it to the DGE extensions nor re/start any flow services.

Defining Custom Application/Ports

Most well known ports are defined in the “services' file and the port number to name translation is
handled automatically by the Traverse Netflow collector. To define any custom ports and names for
the netflow reports (or override existing names), edit the
<TRAVERSE_HOME>/plugin/monitors/silk-topn. conf file. e.g.

%CUSTOM_APPS = (

1666 => " perforce’,

8443 => { tcp' => "https-alt' }

)

In this example, port number 1666 will be shown as "perforce" for both TCP and UDP traffic, while only
TCP port 8443 will be displayed as "https-alt'. Remember to put a comma after each entry except in the
last line.

Upgrading from 5.5

Note: If you are upgrading from Traverse 5.5 or earlier, you will need to run the netflow-upgrade script
after an upgrade, in order to change the existing configurations to the new GUI based configuration.

Enabling Export of Flow Records
The network flow analysis feature in Traverse relies on collecting network flow data exported by a
router or switch, so you need to enable your network equipment to export flow records.
Network flow records are typically exported from the routers to the default TCP port of 2055.

Enabling NetFlow on a Cisco router (or switch running 10S)
1. Telnet or SSH into the router and enter enable mode.
2. Enable Cisco Express Forwarding:
router(config)# ip cef

3. Enable NetFlow on all physical interfaces that will take part in routing traffic between devices of
interest:
router(config)# interface <interface>
router(config-if)# ip route-cache flow

Note: Routers may by default export flow data only for traffic entering the router, so make sure
you enable NetFlow on all interfaces for accurate analysis of traffic both into and out of the
router

4. Enable export of NetFlow records:
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router(config)# ip flow-export version 5

router(config)# ip flow-export destination <dge_address> 2055
router(config)# ip flow-export source FastEthernet®
router(config)# ip flow-cache timeout active 1
router(config)# ip flow-cache timeout inactive 15

Note: The ip flow-export source can be any interface that stays active; a stable or Loopback
interface is preferred.

5. Save the configuration:

router(config)# end
router# write mem

Goto
http://www.cisco.com/en/US/tech/tk812/tsd_technology support_configure_guide.
html for more information about configuring NetFlow on Cisco devices.

The Network Flow Analysis Console

To displays the Network Control Analysis console:
= Click the Flow Analysis link at the top of the Status > Devices > Device Summary page, or...
= ... the Flow Analysis from a Test Summary link at the top of any "test details" drill-down page.

-
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nary = @ Branch Office Router (17217.17.1) Mo b m =

STATHS | DASHBOARD = COMIGMGMT | REPORTS | ADMBESTRATION

z
Conrelation Recent Events. Flow Analysic  Additional Tooks.
r——— ) o soup. (IR0 3
© co =
M i i EE | T NETWORK
__ % man L L

Source, Destination, and Application Information

Each chart in the network flow analysis console has a title bar that states which devices (and optionally,
which application) are being examined, as well as their roles.

[ Historical Data | SRC=192.168.10.20, D5T=67.169.19.219, APP=80

= SRC = Source (represented by an IP address)
= DST = Destination (represented by an IP address)
= APP = Application (represented by a port number)

Viewing Network Flow Analysis Data by Device

By default, the console shows network flow data for the past 24 hours.

1. The first chart displays the top 10 destinations communicating with the selected device (source).
The results are presented in bar chart format.

2. If you click a destination IP address on the Destination chart, the top 10 sources are displayed
alongside in a pie chart.

3. Ifyou click a source on the Source chart, the top 10 applications for that source are displayed in a
pie chart.
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4. If you click an application on the Application chart, historical data is displayed for network traffic

for that application for the selected destination-source pair.
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Router Netflow Statistics
If you click a chart object while viewing a router, the Netflow Analysis Console displays all netflow
statistics traversing the router.

Historical Data | SRC=192.168.10.20, DST=67.169.19.219, APP=30
5.83 KB
5.85 KB
4.28 KB
o
w
i 3.50 KB
=
a
o
‘% 2.52 KB
i
&4
1.95 KB
1,000.00 B
0
04/08/2009 2:26 AV 04/14/2009 6:24 AM 04/20/2009 10:22 AM 04/26/2009 2:20 BV 05/02/2005 6:18 PM 05/08/2008 10:16 PM
Timestamp

Viewing Network-wide Flow Analysis Data

Normally data is displayed for a single source or destination device, but when you click on Reset in the
upper right corner of the first chart in the network flow analysis console, the scope of data is expanded
to the entire network, providing a network-wide view of the top-N sources, destinations, or applications.

Changing the Network Flow Analysis Chart Style

Each network flow analysis chart can be displayed as a table, a pie chart, or a bar chart. Click on the
corresponding button in the lower left corner of the chart.
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Network Flow Analysis Chart Style Menu
(888 I |

Changing the Network Flow Analysis Context

You can change the network flow analysis workflow by looking at a device first from any of the three
different roles: source, destination, or application.

Network Flow Analysis Role Menu
Choose the role from the drop-down menu in the lower right corner of the chart.

Destination -

L "1

D::::ation

Application

The network flow analysis is always presented from the point of view of the selected device, which may
be acting as either source or destination in different contexts. Remember that whether a device is
considered the source or destination depends on the direction of flow of packet data on a given port at
a given time.

Customizing the Network Flow Analysis Data

The menu bar at the top of the network flow analysis console provides the following options to
customize the data shown. You must click Apply to show the new data after making any changes to
these options.

Protocol | All v

The Protocol drop-down menu lets you choose whether to show just tcp or udp traffic, or all traffic.

Start Time 05/12/2009 . 18 : 38 EndTime gs5/13/2009 o 18 @ 38

You can specify the Start Time and End Time to see network flow data for a particular time period.

Metric

bytes v
The Metric drop-down menu lets you choose whether to show data in bytes or packets.
Top| 10 |~ rows

Lx)

The Top field lets you choose how many clients or servers to show.
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Netflow Reports

You can run flow reports such as Top-N Conversations or Top-N Sources over a specific time interval by
going to Reports > Advanced > Netflow at the top level menu.

CREATE FLOW ANALYSIS REPORT

Top Conversations Select options to generate a netflow report,
Duration: Today &

Top Applications
DGE (Flow 5

Top Sources Collector) sunnyywale | The aralysis will be limited to devices provisioned an
Views Type: @ pevice O cortainer

Top Destinations

Source IP Address: | galect Source Devices & Destination P
. . Address:
Top All Dimensions
IP Addresz Fitter: IP Addrezs Fite
{ e, Hostd, Hosts, 192,168, 10.0/25, 192 168.10.223,
st )
Source Port: all & Destination Port
Flow Options
Protocol: All = MNumber of tems
Metric: @ Tratiic valume (Bytes)
© Mo of Packets
O o of Flows
Run

The reports are flexible and allow selecting the type, source and destination filters, protocol and
volume for the netflow reports.
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Overview

Traverse has a very flexible SLA Manager for tracking compliance against user-defined service level
agreement (SLA) metrics. These SLA metrics are calculated and displayed on a real-time dashboard.
You can configure SLAs for any service container, device or tests being monitored in Traverse, and
can specify the following:

1. An SLA measurement time period during which the compliance is measured (day, week, or
month).

2. The lowest time granularity that can be drilled down to when viewing SLA compliance in the
real-time dashboard.

3. The SLA threshold specified as a percentage of the measurement time period during which the
item for which the SLA is being monitored (container, device, test) must be "normal, i.e. in a non
critical condition. The remaining percentage represents the proportion of the time period that the
item can be in a critical condition, and not violate the SLA compliance.

If in a given measurement time period, the proportion of time where the monitored item is in a critical
condition exceeds the non-compliance time threshold, then it will be considered a violation of the SLA
for that time period.

As an example, you can set up an SLA metric to monitor the compliance of an eCommerce service
container, and specify that the SLA requirement as having a normal threshold of 99% over a 1 week
measurement time period.

SLA Metrics

The SLA metric for containers or devices is the status or condition of the item in question. When
creating SLAs for tests, the SLA metric can be a composite value consisting of one or more device
tests, and if any of these tests are in critical state, then the SLA metric is considered to be critical and
contributes towards the SLA violation aggregate time. Note, for these SLA metrics that are a composite
value of one or device tests, the underlying device tests can be assigned to multiple SLA metrics to
match complex SLA compliance requirements.

Each SLA metric can have its own time interval and independent SLA threshold time. You can have an
unlimited number of SLA metrics defined in the system. The SLA dashboard displays the amount of
time that the metric is within the SLA threshold and also displays how close the metric is to violating the
SLA requirement.

Configuring SLA Manager

The Configure SLA Manager page displays a list of all the department's configured SLA measurements.
Each row contains the SLA measurement name and description. Additionally, there are links for
updating each SLA measurement's properties, assigning tests, or deleting the measurement.

Creating a New SLA Measurement

1. Navigate to Administration > SLA.
2. On the Configure SLA Manager page, click Create an SLA Measurement.
3. Fill out the fields in the Create an SLA Measurement form:

> SLA Measurement Name

» Comments/Description: An optional field that lets you provide some additional descriptive
information that will appear in the SLA Manager list of SLA measurements.
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» Calculation Period

» Calculation Frequency

» Threshold: The percentage of the Calculation Period that the metric must be in the OK state.

» Schedule: Used to specify business hours and weekdays for calculation of the SLA period.
4. Select whether the SLA is being created for a Container, Device or Test.

5. If you selected Container or Device, then via the drop-down list, select the specific container or
device for which the SLA is being created, and then click Submit.

6. If you selected Test, then click Submit to go to the page for selecting the underlying device tests for
this SLA metric, and then click Add.

7. Choose a parameter you want to search with, then a value, and then click Add to use this as a
search criterion. Add as many other search criteria as you need, and then click Apply to run the
search.

8. In the Search Results pane, select the tests that you want to be a part of the SLA metric for each
device, and then click Assign to SLA Measurement.

9. You can now click on the devices you've added in the Assigned Devices list, and the tests you
selected will appear under Assigned Tests. Use the Add, Edit, and Remove buttons to make any
further changes to the devices and tests you want to include.

10.Click Done to finish creating the SLA measurement.

* SLA Measurement Name: Senice SLA
Comments/Description:
Permit Past SLA Time ( fetch historical data to create historical SLA )
* Start Time: 2011 v Jun ~ 21 » fhhemm 5« @ 30 -
* SLA Calculation Period: Month -
Minimum Granularity: Minute « (the minimum granularity the SLA can be drilled into )
* Threshold: a5 %
* Schedule: Business Hours
Create SLA for: 9 Container Device Tests
Select Container: — Select— -
| Submit | | Reset | | Cancel |

Modifying the Properties of an Existing SLA Measurement
1. Navigate to Administration > SLA.
2. Click Update on the line for the SLA measurement you want to modify.

3. In the Update an SLA Measurement form, you can make changes to the SLA Measurement Name,
Comments/Description, Calculation Period, Calculation Frequency, Threshold, and Schedule fields.

4. Click Submit to complete your updates, or Cancel to exit without making any changes.

Changing the Tests Assigned to an SLA Measurement
1. Navigate to Administration > SLA in the Traverse web application.
2. Click Assign Tests on the line for the SLA measurement you want to modify.

3. Click on a device in the Assigned Devices list to see the tests assigned for it, and then use the Add,
Edit, and Remove buttons to make changes:

» Use the Add button to perform a search for new devices to add.

» Use the Edit button to open a window where you can check or uncheck tests for the selected
device.

» Use the Remove button to remove a selected device, or click on a single test and use the
Remove button to remove that test only
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4. Click Done to return to the Configure SLA Manager page.

Note: When an SLA member is deleted, the SLA becomes defunct and no further data will be collected.
The data collected prior to the deletion will still be available. In the SLA configuration screen, you will

see DELETED in the column where the members have been deleted.

SLA Manager Dashhoard

The SLA Manager dashboard can be accessed by navigating to Status > SLA. The SLA Status Summary
view table provides the key details for all the defined SLA metrics in the system. Each row in the table
represents key information for a single SLA metric, including the following:

216

Quick-glance current status icon - The upper left corner of the box shows the @ icon for compliance
or the @ icon for violation.

Time to Compliance - This is the amount of time left in the SLA calculation period during which the
metric must be normal for SLA compliance to be reached.

Total Time in Compliance - This is the amount of time in the SLA calculation period during which the
metric has been normal, i.e. in a state contributing towards the compliance calculation.

Time to Violation - If the SLA metric is in a critical state for this amount of time before the end of the
SLA calculation period, the SLA will be violated. If the column shows 00:00, then that is because
the SLA has already been violated.

Total Time in Violation - This is the amount of time in the SLA calculation period during which the
metric has been in a critical condition, i.e. in a state that is contributing to the non-compliance
calculation.

Calculation period status bar - The calculation period is represented as a status bar in the rightmost
columns, along with the threshold.

As time passes, the amount of time the SLA metric is normal fills the green section in a brighter green,
and the amount of time the metric is critical fills the red section in a brighter red. At the end of the
calculation period, the pale green with have either crossed the black line to indicate compliance, or will
end before the black line indicating violation of the SLA.
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You can also click on each SLA metric name to see a more detailed history table that shows the exact
time periods and percentages achieved for each calculation period. The granularity of drill-down that is
available is based in the granularity defined when the SLA metric was created.

SLA Status Summary

State SLA Name & Start Time End Time SLA Value Targer Calculation T{;;w"::(‘; T"{?"n";;‘":“[" cz‘m";i;“m J“:‘:J:“ Remaining Period

@  zwioncom 6/20/11 12:00 AM 6/20/11 11:59 PM 100% 95% Day 22:34 00:00 00:13 ot:12 01:25 —

@ wm 6/1/11 12:00 AM 6/20/11 11:58 PM 100.0000% 5% Month 19 days 07:34 00:00 Bdays 14110 1days11:14 10 days01:25 |

@ Trvereseners 6/1/11 12:00 AM 6/30/11 11:59 PM 77.2630% 959 Month 14 days 22:07 4 days 09:23 12 days 23:36 00:00 10 days 01:25 | 1
@ TrverseSeners 6/1/11 12:00 AM 6/30/11 11:59 PM 77.2663% 95% Month 14 days 22:11 4 days 09:23 12 days 23:38 00:00 10 days 01:25 I | 1
© Imverseseners 6/1/11 12:00 AM 6/30/11 11:59 PM 77.0327% 5% Month 15doys 08:35  4days 13:53 13 days 03:23 00:00 10 days 01:25 EE—— | 1

SLA Name: VM30 Granularity: Day Target:
Jun 1, 2011 - Jul 1, 2011

Sun Mon Tue Wed Thu Fri Sat
1 2 3 4
No Data Mo Data No Data No Data
5 L] T 8 ] 10 11
No Data No Data
Achieved: 100%  Achieved: 100%  Achieved: 100%  Achieved: 100%  Achieved: 100%
12 13 4 15 6 7 3

1 1 1 1
Achieved: 100%  Achieved: 100%  Achieved: 100%  Achieved: 100%  Achieved: 100%  Achieved: 100%  Achieved: 100%
20

Achieved: 100%  Achieved: 100%

1o

40

Campliance B9

0G/07 0G/0g 0G/09 06/10 06711 0G/12 0G/13 06/14 06/15 06/16 06/17 06/18 06/19 06720
Date/Time
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Network Configuration Manager (NCM)

Overview

The Traverse Network Configuration Manager (NCM) provides backup and restoration of configurations
firewalls, and other network devices. It allows you to compare configurations
over time, detect unauthorized configuration changes, and correlate outages

for routers, switches,
between devices and
with specific changes
traceroutes, and othe

. You can also use NCM to perform live routing table lookups, port scans,
r network data queries.

The NCM module has the following top level menu items:

Configuration .

[ )
Tools °
Settings °

Devices: displays a summary of all the devices being backed up and allows
you to display, backup and compare configurations for a device.

Config Search: Search for any string in a configuration file and display
matching devices.

Switch Port Search: show where the specified IP address or MAC address
is connected (which device and which port)

IP Search: search for the IP address in the routers

Data Query: You can select a device and query it in real time for data such
as ARP table, routing table, VLAN member ports, etc.

Credentials: for creating groups of devices and the authentication needed
to query these groups of devices.

Protocols:specify how to query these network devices for configuration
information (snmp, ssh, telnet, etc)

Schedule Discovery:for automatic configuration backups

Logging:for setting the level of logging

Setting up NCM Credentials

Providing Login Credentials to NCM

Before NCM can access your network device configurations, you must provide login credentials for the
devices you want to look at. First you define default credentials, and then you can also define network
ent credentials for different groups of devices. Each network group can have

multiple sets of credentials, and Traverse remembers which credentials worked for each device it logs

groups and add differ

in to.

Adding Default Credentials to NCM
1. Navigate to Config Mgmt > Settings.
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3. In the fields provided, enter the default login credentials for NCM to use when attempting to
access your network devices, and then click OK.

Credentials

T e —

Home Use network groups to define groups of devices that require specific credentials
Test-Router for authentication. The 'Default’ network group defines the credentials used for

Adding Credentials by Network Group
1. Navigate to Config Mgmt > Settings.
2. Click Credentials.
3. Click the "+" icon under Network Groups to add a new group.
4. Enter a name for the group in the New Network Group dialog box.
» Double-click a name in the Network Group to rename it.

5. Define membership in the group by entering network addresses in the Add address (IP, CIDR,
Wildcard, or Range) field. Enter one address or range at a time, and make sure to click the "+" icon
next to the entry field each time to add it to the group.

6. Click the "+" icon under Credentials to add a set of login credentials to the group.
» Double-click a name in the Network Group to rename it.
7. Enter a name for the set of credentials in the New Credential Set dialog box.
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8. In the fields provided, enter the login credentials, and then click OK.

Credentials

Department: | Zyion ey
I,

52168202552

Default

Setting Network Protocols for NCM

You can define which network protocols NCM is allowed to use by default, and you can also use define
network groups and define different sets of allowed protocols for different groups of devices.

Navigate to Config Mgmt > Settings.

Click Protocols.

Click the check box next to each protocol you want to enable NCM to use.

Click on the name of each protocol and edit the port or connection information if necessary.
Click OK.

Groups
Home
Dell Switch

o krwne
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Setting Allowed Network Protocols by Network Group

Navigate to Config Mgmt > Settings.

Click Protocols.

Click the "+" icon under Network Groups to add a new group.
Enter a name for the group in the New Network Group dialog box.

Define membership in the group by entering network addresses in the Add address (IP, CIDR,

Wildcard, or Range) field. Enter one address or range at a time, and make sure to click the "+" icon

next to the entry field each time to add it to the group.

6. Click the check box next to each protocol you want to enable NCM to use for devices in the
selected network group.

7. Click on the name of each protocol and edit the port or connection information if necessary.

8. Click OK.

ok wn PR

Scheduling Discovery of Network Data
You can schedule automated discovery of ARP, MAC table, and neighbor data.
1. Navigate to Config Mgmt > Settings.
2. Click Schedule Discovery.
3. Click the Enable periodic discovery check box.
4. Choose a discovery schedule, and then click OK.

Backing Up and Restoring Device
Configurations

Enabling a Device to be Backed Up by NCM

You can choose whether or not to enable NCM for each device in Traverse by clicking the check box
for Enable Network Configuration Management in the Device Parameters. You can also set an automated
backup schedule for the device.

Before NCM can back up the configuration of a device, you must specify the exact type of network
device it is.

Setting the Device Type for NCM

Navigate to Config Mgmt > Configuration.

Click on the name of the device you want to edit, and then click the edit icon (-=)).

In the Edit Device window, select from the drop-down menu of supported adapter types.
Click Save.

oD P

Manually Backing Up Device Configurations
You can perform a manual device configuration backup at any time for a device that has NCM enabled.
1. Navigate to Config Mgmt > Configuration.
2. Click on the name of the device you want to back up, and then click the backup icon ( L£)).

If the backup is successful, the status icon that appears next to the device will show a green check
mark. If the backup is unsuccessful, it will show a red exclamation point.

Viewing Device Configurations
You can view the device configurations that NCM backs up.
1. In the Traverse Web Application, navigate to Config Mgmt > Configuration.
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2. Double-click on the name of the device you want to view.
3. Atab opens, displaying the properties that Traverse knows about the device, and a list of the
configurations that have been backed up.

4. Double-click on the name of the configuration you want to view.
A tab opens, displaying the device configuration.

Restoring Device Configurations

You can revert a device to any historical configuration NCM has backed up, for instance if a
configuration change has caused a problem.

1. Navigate to Config Mgmt > Configuration.

2. Double-click on the name of the device you want to restore.
3. Click the Show historical configurations check box.
4

. Inthe list of configurations, click on the name of the configuration version you want to restore, and
then click the restore icon (L2).

Comparing Device Configurations
You can compare device configurations over time or between devices.

NCM Backup Timestamps

Traverse does not update the timestamp of NCM backups when no changes have been detected.
Traverse compares the most current stored configuration against the backup found during the backup
operation. If changes are detected, a new backup is created and the timestamp updated.

Comparing Device Configurations for One Device
You can compare backed up device configurations over time, to see what changes have been made.
1. Navigate to Config Mgmt > Configuration.
2. Click on the name of the device you want to compare configurations on, and then click the
compare icon ().
3. In the configuration selection window, click the Show historical configurations check box to see
previously backed up configurations.
4. Click on one configuration in each of the lists, and then click Compare.
The two configurations are shown side-by-side, with any differences highlighted.

Comparing Device Configurations Between Two Devices
You can compare backed up device configurations between two devices, to see what differences there
are.
1. Navigate to Config Mgmt > Configuration.
2. To select two devices, click on the name of the first device you want to compare, and then hold
down the Ctrl key and click on the name of the second device.
3. Click the compare icon (£2)).
4. In the configuration selection window, click the Show historical configurations check box if you want
to see previously backed up configurations.

5. Click on one configuration in each of the lists, and then click Compare.
The two configurations are shown side-by-side, with any differences highlighted.
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Collecting and Viewing Neighbor Data

You can collect and view information about which devices are neighbors of a device, and how they are
connected.

Collecting Neighbor Data for a Device
1. Navigate to Config Mgmt > Configuration.

2. Click on the name of the device you want to collect neighbor data for, and then click the collect
neighbor data icon ().

Viewing Neighbor Data for a Device
1. Navigate to Config Mgmt > Configuration.

2. Click on the name of the device you want to view neighbor data for, and then click the display
neighbors icon (:2).

Network interface and address information is listed for each neighboring device that NCM has
collected data for.

Utility Tools

There are a number of useful utility tools under Config Mgmt > Tools.

CONFIGURATION TOOLS SETTINGS

| ARF Table ¥ | IP Address Hostname
ARP Tabla = © 18216810250 gateway zyrion.local
DN5 Lookup u w 152168 10.251

Firewall Model
Hardware Model

IP Routing Tabla -

These allow you to search for a end user device by MAC address or an IP address and display which
switch port it is connected to.

The Data Query submenu also allows you to query a device for the following:
* ARP Table
= DNS Lookup
= Hardware Model
= Interface details
= MAC forwarding table
= VLAN Members

These queries are performed in real-time against the device and the results are displayed.
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Overview

The Status > Event Manager console displays messages—traps, logs, Windows events—forwarded
from the Message Handler (page 241) as well as test threshold violations. It provides features for
acknowledging, suppressing and deleting events using a web interface. Events can be suppressed
until a particular date and time, or until the state changes. The screen refreshes automatically every
few minutes. This interval can be changed by setting the Summary Screen Refresh Interval on the
Administration > Preferences page.

The Event Manager console displays in a separate tab or window. You can use it as a independent
dashboard while you continue to work with other areas of the Traverse web application.

If the same device is added in multiple departments using the same IP address, each department
receives separate copies of events related to that device. If a user in one department performs an
action on the event, it does not affect the instances of the event in other departments. Administrators
see all instances of events in departments for which they have read access.

Managing Messages

You can trigger actions & notifications when an incoming log or trap message matches a particular
rule, and whether it should be displayed on the Event Manager console. Once messages are displayed
on the Event Manager console, they can be annotated, acknowledged or suppressed.

The following message-related changes are managed by logging in as an end user and navigating to
Administration > Other > SNMP Trap, Windows Eventlog.

Event Filters
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Manage event filters by navigating to Administration > Other > SNMP Trap, Windows Eventlog > Event
Filters.
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You can either accept all messages that are forwarded by the Message Handler (page 241) and display
them on the Event Manager console, or else select the devices and the message types to be accepted
from each device. Messages that do not match the specified filter are not displayed on the Event
Manager and cannot trigger any notifications.

Configure Message Filters
Message Filters

Device Aliazes

Message Motification

YWhen a mezzage (2ysioy, SNMP trap, Windows evert, ...) for a provisioned device iz received:
r Lecept ALL messages and display in Event Managemert Conzole

& Accept messages from Selected Devices only

Accept from; Reject fram:
ggavar? 1 netgencustomer.com H goavart netgencustomer.com
ogavar? 2 nefoencustomer.com °* goavarz netgencustomer.com

ogavar? 3 nefyencustomer.com 2 gyavarzd.netgencustomer.com
gqavar?45.netgencustnmer.cnmj

¥ Fiter by inclivical meszage types

Continuel Resetl Cancell

Creating an Event Filter
1. Navigate to Administration > Other > SNMP Trap, Windows EventLog.
2. To accept all messages and display them, click Accept All messages.

3. To select a list of devices to accept messages, click on the alternate radio button and select
devices.
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4. You can also select which types of messages to accept by clicking on the filter by individual
message types check box and then selecting the message type for each device from the list.

Configure Message Filters
Flease select the types of events you would like to accept for each device
goavar2! netgencustomer.com (17221.17.21)

g alltypes of message(s)

—

(" select individual message types filer*s SEH: Break-In Aftempt a5 ROOT ﬂ
filef 35H: Inwalid Password For ROOT
file) S5H: (rwalid Password Specified

socketfism) ISM: Used Far Testing j

J———

gavar22 netgencustomer.com (17221 17.22)
# alltypes of meszage(z)

" select ndividusl message types ffile/*) 55H: Break-In Attempt as ROOT ﬂ
ffile/®) 55H: Inwalid Pagsward For ROOT

ffile/*) 55H: Inwalid Passward Specified

(socketfism) ISM: Used For Testing j

goavarsd netgencustomer.com (1722117 .23)
o alltypes of message(s)

" zplect individual message types ffile/ 35H: Break-In Attermpt a5 ROOT ﬂ
(file 35H: Invalid Password For ROOT

(file S5H: lrwalid Password Specified

isocketismy 1Sh: Used For Testing j

Notifications
Manage notifications by navigating to Administration > Other > SNMP Trap, Windows Eventlog >
Message Notification.
You can trigger natifications for incoming messages and traps by assigning action profiles to them. You
can select whether to trigger an action profile for all devices, for selected devices or no devices.

Configure Message Notification
Message Filters

Device Aliases

Message Hatification

When a message (syslog, SHMP trap, Windows event, .. for a provisioned device is received:

prTandt -0 Action Ta All Devices Selected Devices ..

Note: You can only trigger notifications for messages which have been accepted by the EventFilter (page
228) already.

Device Aliases

Manage device aliases by navigating to Administration > Other > SNMP Trap, Windows Eventlog >
Device Aliases.

Since devices can be multi-homed (live on multiple IP addresses), you can set up aliases for these
devices so that any incoming messages from these devices are treated the same. You can load
existing aliases and save any changes you make to the device aliases from this page.
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The Event Manager Console

The Event Manager console can be found under the Status tab. Click Events, and the Event Manager
console will open up in a new window. The system automatically assigns a unique Event ID to each
event. By default, the Event Manager displays events by Severity first, then Device/Object Name, and sorts
events from newest (top) to oldest (bottom). You can sort events in reverse order by clicking the Latest
Time column header. Similarly, you can sort all columns in the Event Manager by clicking on any column
header.

Note: You can control the number of messages to display on each page by setting it in Administration >

Preferences.
E M % S i
VENT ANAGER Kase' RAVERSE
ya DATACENTER =
uick Filter P 7! 5 7l = 1/10/ “47. f
Q clear| 0| B.| @ g [¥] Messages [Y] Test Results ¥ SLA Alerts Search 11/19/16:47:12 PM EST . (x)(?)
(Grouping | Change . or Kaseya Demo ——_—_
v YAl
< e " [] | State D Actions Ackd. By Device/Object Name Address Severity:
’ § Critical (34) i 2 = = Event Source:
I~y Unreachable (618) ] : 1140393 W Cisco UCS Platform 10.10.12.91 -~ Type:
=y Warning (48) [ @ 1140449 3 Cisco UCS Platform 10.10.12.91 Maewes
Address:
[ @ 1140470 & Branch Office Router 172.17.17.1 Dapartinents
[l @ 1140463 % Cisco UCS Platform 10.10.12.91 Lacation (DGE):
3 Affected Services:
[l @ 1140391 & Branch Office Router 172.17.17.1 = Oldest Time:
[ @ 1140377 & Branch Office Router 172.17.17.1 LS Tent Tones
Acknowledged:
[ @ 1140346 & Branch Office Router 172.17.17.1 Event Count:
[ @ 1140436 & Branch Office Router 172.17.17.1 Meamage Texb
Original Message:
(] ! 1139958 % Vmware Host (Primary)  10.10.12.24 OO SRS SOOI
[ @ 1139894 & Branch Office Router 172.17.17.1 Tools
] @ 1139893 % Branch Office Router 172.17.17.1
[0 @ 1138838 @ Branch Office Router 172.17.17.1
E @ 1138464 i DMZ Firewall 10.10.12.248
O © 1138465 5} DMZ Firewall 10.10.12.248
B © 13704 @ Vmware ESXi 4.0 10.10.12.27
B0 © 1136250 ) Vmware ESXi 4.0 10.10.12.27
0 © 13625 Y Vmware ESXi 4.0 10.10.12.27
0 Q@ 1136252 & Vmware ESXi 4.0 10.10.12.27
B © 1136253 S Vmware ESXi 4.0 10.10.12.27
£ @ 1136254 5] Vmware ESXi 4.0 10.10.12.27 =
< - T | o Total Events: 110206 Acknowledged: 11
« Page: of14 »> »i[30 [¥] View 1 - 50 of 700 - 48 |l 618 || 39 [10023| 4as |

The Event Manager console also allows grouping events for display in the Grouping panel. You can
specify three levels of grouping parameters, which can be some combination of parameters like
Severity, Device Name, Message Source, IP Address, etc.

EVENT MANAGER

1 ——
Quick F(i:ll':: 0 6 @ nnn Messages Test Result

Grouping | Change,
All

Active Events for Kaseya Demo

[]| State D Actions Ackd. By
M & 1138465 i

Critical (34)
Unreachable (618)
DMZ Firewall (44)
IPv6 Enabled Web H
Microsoft Hyper-\f (1

First Grouping Parameter

Wmware ESXi 4.0 (2 =
Severit :
vCenter Server (54¢ o .
Warning (48] Second Grouping Parameter

Device/Object Name [ 7]

Third Grouping Parameter

Event Type
Device/Object Name
device Address Cancel
Acknowledge Status
Sy
W
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As you click on each event, detailed information about the event is displayed in a separate panel. The
Event Details panel summarizes event information such as Severity, Device Name, Affected Services
(containers), amongst other details.

Event Details
Severity: Critical a
Event Source: internal/dge
Type: device
Name: Branch Office Router
Address: 172.17.17.1
Department: Kaseyz Demo
Location (DGE): SE Sandbox Environment
(tpa-demo-dgex2)
Affected Services: [ 2 containers
Oldest Time: 11/17/13 :26 AM
Latest Time: 11/17/13 3:26 AM
Acknowledged: Mot Acknowledged
Event Count: 1 Show History
Message Text:

{Fa-1 Traffic Out has entered Critical state
iwith polled result 5 kb/s
Original Massage:

7.
{Fa-1 Traffic Out /

Tools
Related Events (from Containers]
Affected Devices (from Topology)
Select An Action:

Event Counts

Total Events: | Acknowledged: ;

s .

Clicking on the Show Related Events link in the Details pane will open up a panel summarizing all related
events.

Clicking a container link in the Affected Services field opens up the Container Status Summary page and
allows viewing the contents of the container.

Affected Services: =7 2 containers

@ All Routers

Q Sample Test Container

Note: Because a container can be nested under other containers in multiple locations, Traverse selects
the first instance of a container in the hierarchy. See Service Containers (page 91) for more for more
information.

The following columns (fields) are displayed in the Event Manager:

Field Description

State The severity of the event

ID A unique identifier assigned by Traverse to each event
Actions Acknowledge, Suppress, Annotate

Ackd. By The Traverse user who acknowledged the event.
Device/Object Name The name of the device

Address The IP address of the device

Latest Time The time that the event occurred

# The number of times the same event has occurred.
Event Description A description of the event.
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Filtering Events

A number of filter options are available along the top of the Event Manager console window:

QuickFiter | & | & | @ FEMICIMEM 7 vessages [7] Test Results [7] sia alerts Search Q@ 1171513 5:41:09 PM EST £ (x][7]

= Event Type: Check the Messages checkbox display all events processed by the Message Handler
(page 241), such as log messages, traps, and Windows events. Click the Test Results checkbox to
display events related to test threshold violations. Click the SLA Alerts checkbox to display events
related to SLA alerts. Click Clear to uncheck the Messages and Test Results checkboxes.
= Severity (Status) : Click the icon associated to each severity level you want to display, to either
select or unselect the severity type.
= Search: Enter the name (or partial name with a wildcard "*") of the device(s) or other key words for
which you want to generate a list of events. Additionally, more advanced searches can be invoked
using the search syntax.
As you make various filter selections, the Event Manager console will display the relevant matching
events. After you generate the list of events of interest, you can use the Event Manager view buttons and
headings to further sort the events.

Acknowledge/Suppress/Annotate Events

In the Event Manager, you can perform one or more of the following actions on an event:
= Acknowledge - Makes a note of the person who acknowledged the event, but does not have any
effect on display or notification
= Suppress - Either hide the event and/or stop further notifications since it changes the status of the
device/container.
= Annotate - Make a note about an event.
Select the check box next to an event, or select all events via the heading check box, and then perform

various actions via the right-click mouse option. Quick actions such as acknowledgements can be
invoked directly by clicking on the relevant icon in the Ack/Clear column.

Acknowledge Events

You can quickly acknowledge an event by clicking on the Acknowledge & icon in the Ack/Clear
column, or selecting Acknowledge from the drop-down menu via the right mouse click selection.

Suppress Events
When you suppress atest, its status does not affect the overall status of any associated device, service
container, or department. It continues to run at the specified interval and collect data. Suppressing an
event always "acknowledges" it as well.
For example, assume that a device has two network tests configured. When both tests have status OK,
the overall status of the device in the Network column of the Device Summary page is OK. If one of these
tests goes into WARNING state, the overall status of the device in the Network column of the Device
Summary page changes to WARNING. However, if you suppress the test that is in WARNING state, the
status of the remaining tests determines device status. In this case, there is only one other test, with
status OK, so the overall device network status is OK.r

There are two types of suppression. You can choose either option separately or choose both.

= Status - The event is removed from the Event Manager console. Events for the same test will not be
added to the Event Manager until the test changes from WARNING or CRITICAL back to OK again.
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= Notification - The event remains in the list, is shown to be acknowledged and all actions and
notifications for the test are suppressed until the suppression is manually cleared from the test
using either the Test Update or Manage Test pages.

= Both - The event is removed from the Event Manager. Events for the test may re-display in the Event
Manager after the the test changes from WARNING or CRITICAL back to OK again. However, the
no actions or notifications will occur until the test is manually unsuppressed.

Note: Enter cleared:true in the Search edit box to list Status suppressed events. Click the (%] quick filter
icon to display "device suppressed" events.

1. Navigate to the Status > Events.
2. Select the gear icon in the Actions column.

3. Set options in the Suppression dialog. To suppress multiple events, use Ctrl+click or SHIFT+click
to highlight a group of events. Then select the Suppress option on one of the events with the
appropriate options applies the suppression to all the selected tests or events.

EVENT MANAGER
1

uick Filter = = = = -
Q Cloar | & @ (v] ' @ Messages Y| Test Results SLA Alerts Search
Grouping | Change Active Events for Customer F
All . . . .
— State D Actions Ackd. By Device/Object Name Address Latest Time 5
Unknown (16)
b @ 3311 . -DOCHELP 10.10.32.129 11/15/13 10:53 AM
Acknowledge
@ 3312 zi Suppress -DOCHELP 10.10.32.125 11/15/13 10:53 AM
@ 3313 € Annctate -DOCHELP 10.10.32.129 11/15/13 10:53 AM
@ 3314 & Enter Ticket ID W\ -DOCHELP 10.10.32.129 11/15/13 10:53 AM
@ 3315 i i
@ 3318 = This aperation will suppress the selected threshold
@ 3317 i85 violation events while permanently remove message
events from view.
@ 3318 i
@ 3310 i85 '@ Status ) Notification ') Both
@ 3320 ] @ until condition changes
@ 3308 7] =) for |30 minutes [
@ 3309 i3 ) until [11/16/2013
@ L b Submit Cancel
@ 3307 i3
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Annotate Events

Annotations can be added to an event, again by either clicking on the icon in the Ack/Clear column or
selecting Annotations from the drop-down menu via the right mouse click selection.

EVENT MANAGER

Quick Filter o © (7] } o | 5 ! @ |  Messages  TestResults ~ Search °

Simple View ‘ Grouped Hierarchy

| Annotations For Event 1464 %

Active Events for Zyrion - - | Add annotation (100 characters max) L

_J State D 5 Ack/Clear Ack User Device Name Message Text

S v ] 1472 % Laura-tinux Time (RTT) has entered Unreachable state

| ° 1471 %3 Laura-Linux { has entered Unreachable state

G v ) 1470 & Laura-Linux Space Util has entered Unreachable state

= i Cancel Submit

@ 1469 & Laura-Linux ime has entered Unreachable state

v ) 1468 o Laura-Linux [Existing Annotations,, | LTime has entered Unreachable state

| ° 1467 & TRatini There are no annotations for this event. e e laad Ooraaihabic atate

I ] 1466 % ra-Linux 2 Util has entered Unreachable state

&l o 1465 v.&, ra-Lini mory Usage has entered Unreachable state

7 @ 1464 i Unura-Linuse 1 has entered Critical state with polled result 104
J 0 1134 3 k." Laura-Laptop 1 has entered Critical state vdth polled result 10C
/T~ ] 1133 S Laura-Laptop Time has antared|Unraachabla atate

I ) 1132 % Laura-Delete 5 has entered Critical state with polled result 10€
S~ ] 1131 i Laura-Delete Time has enterad Unreachable state

I v ) 1125 i vazyrion.com ntered Unreachable state

] @ 1123 & s zvrion.com 4 i ) Time has entered Unreachable state
0 o 304 @ % yogen.p  ywmezyri i 6/8/11 10:37 PM 1 Packet Loss has entered Critical state vith polled result 20

Triggering Actions

In addition to automatically invoking actions based on certain event conditions, you can configure the
Event Manager to run an action on demand. This is done be selecting an event and clicking on Show
Details, and then the Select an Action drop-down list lets you choose a pre-defined action to trigger, as
shown.
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Note: This feature requires your browser's popup feature be allowed, at least as an exception, for the
Traverse website address you are using.

Total Events: 50 .

Ewvent Details

o

Sewverity: Critical

Event Socurce: nfa

Device Name: Laura-Linux
Device Address: 192.168.10.229
Department: 45

Location (DGE): (dge-1)
Affected Services: [ 2 containers

Oldast Time: 6/21/11 4144 AM
Latest Time: 6/21/11 4144 AM
Acknowledged:

Event Count: 1

Message Text:

Packet Loss has entered Critical state with
polled result 100 %

Original Message:

Packet Loss

Select An Action:

)

Google Search

Send Email Notification
Wikipedia Search

Configuring Actions Triggered by Events

The list of actions displayed in the drop down menu is configurable, and you can define actions to open
or update trouble tickets, telnet or ssh to a remote host, or run any other script or command. Actions
are defined in XML files located in the following directory of the DGE or DGE extension you want to
configure: <TRAVERSE_HOME >/plugin/actions/.

= After editing the files, you should reload the web application.

For on premise instances only: if the send-from is set to DGE, then you must reload the DGE also (you do not
need to RESTART the components). See Reloading Configuration Files (page 311) on how to reload
configuration files.

Defining an Action

1. Change directories to the Traverse plugin actions directory.
For example, execute the following command from a UNIX shell prompt:
cd <TRAVERSE_HOME>/plugin/actions/

2. Create a new file with a name using the following format, where 'nn' is a number between 00 and
99, and “xyz' is a descriptive name for the action event: nn_action_xyz.xml.

3. Edit the file you just created, and add a new action-item definition using the following syntax:
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<action-item enabled="true|false">
<name/>

<type/>

<target/>

<parameters/>

<timeout/>
<send-from>dge|bve</send-from>
<on-demand>true|false</on-demand>
<input>

<name/>

<caption/>

<type/>

<size/>

<default/>

<required/>

</input>

</action-item>

The following table describes the elements that can be used in an action-item definition.

Action-item Elements

Element Value/Description
action-item enabled="true|false"

If true, the action will be shown in the Event Manager, and the content of name
appears in the drop-down list of actions.

name ASCI text

type regular-email | compact-email | script | url

target Depends on the action type.

parameters All the variables for plugin actions can be used in action-item definitions (see Actions

and Notifications (page 121) and the Traverse Developer Guide & API Reference
(http://help.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm)).

The following variables are also available:
${login_user}

${represented_user}

${message_id}.

timeout Value in seconds. A value of 0 means do not wait for completion.
send-from dge | bve
on-demand true | false

Always set to true for now.
input Contains the following elements to define the fields for an interactive pop-up form
when the action is triggered:
name: ASCII text
caption: name on pop-up form
type: text
size: width of text box
default: default value
required: true | false
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Action Type Parameters

Type
script

url

email

Target Parameter
relative path cmd line args
url none
to none

The templates for emails that are sent out (regular_email.xml and compact_email.xml) are
located in the <TRAVERSE_HOME >/etc/actions/ directory since these templates are also used by the
action framework. See Actions and Notifications (page 121).

Sample Action Event Definitions

Sending Email to a Static Recipient

<action-item enabled="true">
<name>Email Joe</name>
<type>regular-email</type>
<target>joe@nowhere.com</target>
<send-from>dge</send-from>
<on-demand>true</on-demand>
</action-item>

The web application sends a request to the DGE with all the required information. If the request
processor does not know how to process the action item of type=regular-email, it sends back a
failure code, otherwise the requested action is performed and a success/failure response is sent back
to the web application. In absence of a "timeout" value, a default value of 60 seconds is enforced.

Sending Email to a Recipient Defined by User Input
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<action-item enabled="true">
<name>Email An Admin</name>
<type>compact-email</type>
<input name="admin_email"
caption="Admin's Email"
type="text" size="15"
default="someuser@company.com"
required="true"/>
<target>${admin_email}</target>
<send-from>bve</send-from>
<timeout>30</timeout>
<on-demand>true</on-demand>
</action-item>

The user is presented with a text box requesting the 'Admin's Email’. Multiple emails can be provided
as comma separated values.
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Running a Command Line Script with a Password

<action-item enabled="true">
<name>Reboot Cisco Router</name>
<type>script</type>

<input name="enable pass"
caption="Enable Password"
type="password" size="15"
required="true"/>
<target>rebootRouter.sh</target>
<parameters>

fixedLoginPassword ${enable_pass}
</parameters>
<send-from>dge</send-from>
<on-demand>true</on-demand>
</action-item>

Passing Parameters to a New Browser Window

<action-item enabled="true">
<name>Circuit Database</name>
<type>url</type>
<target>http://db.Kaseya.com/</target>
<parameters>
name=${device name}&ip=${device_address}
</parameters>
<send-from>bve</send-from>
<on-demand>true</on-demand>
</action-item>

The specified parameters are passed to the URL with a "?" prefix.

Creating Action Profiles for Events

Kaseya recommends creating dedicated action profiles (page 122) for actions triggered by events.
When configuring an action for event, ensure the If this test stays in the trigger state, repeat this action every
(0=never) field is set to 1. This will cause repeated notifications, each time the event occurs. The device
IP, rule definition and rule source are used to determine if a repeat notification should be triggered.

IMPORTANT: This repeat feature as well as the delayed notification feature is not available for
containers and devices. Notifications on containers and devices is immediate.

Event Manager Preferences

In the Administration > Preferences page, you can specify the following settings for the Event Manager
console:
= Maximum Messages to Display: Enter the number of items that the Event Manager displays when you
launch the console.
= Event Manager Should Show: Select Message Events and/or Test Results to display these items when
you launch the console.

Note: The selections in the Only Show Devices In Following State(s)... field apply to both Status (tab) summary
pages and the Event Manager console.
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Chapter 18

Message Handler for Traps and Logs
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Message Handler for Traps and Logs

Overview

The Message Handler is a distributed component of Traverse which accepts syslogs, SNMP traps,
Windows events or any other text messages and then searches for specified patterns in these
messages. When a pattern match is found, the message string is transformed and a severity assigned
to it, then it is forwarded to the DGE.

Various Data Sources for the Message Handler
The Message Handler is extensible, and new data sources can be added easily into this framework. By
default, the Message Handler has built-in functionality for:
= ism
= parsing files
= reading from TCP sockets
= SNMP traps
=  Windows events

Log SNMP TCP  Windows
Msgs Traps Socket Events

S T A

Message Handler J

.
- filler

- transform

- assign severity

:fonv:ufl to dg§/
DGE
Netification Event
Engine Console

The processed messages from the Message Handler are displayed on the Traverse Event Manager
console and can trigger actions and natifications specified for that DGE or DGE extension.

Configuration Summary

= The built in data sources use default settings installed with each DGE or DGE extension. These
settings control the selection and transformation of messages collected by the DGE or DGE
extension. Using the default settings is recommended for first time use.

= The first four data sources are enabled as soon as the DGE or DGE extension is installed. No
further configuration required. The Windows event data source requires an extra step to manually
enable it after installing the DGE or DGE extension.

= You can filter the messages displayed on the Event Manager console and used to trigger actions or
notifications. By default all messages are displayed. Message filtering is set by DGE or DGE
extension using Administration > Other > Event Management (SNMP Trap, Syslog, Windows EventLog)

page.

Starting the Message Handler

The Message Handler is installed with each DGE and DGE extension and can be started and stopped as
follows.

On the system hosting the DGE or DGE extension:
1. Use the Start menu to navigate to Traverse programs folder.
2. Click the Launch Travese Service Controller option.
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3. Check or uncheck the Message Handler component.

=3 Traverse Service Controller

- All {required) Traverse components appear ka be
running propetly

Internal Cormmunication Bus
Praovisioning Database

[w] Petformance and Event Database
[v|Remote Access Gateway

Metwork Configuration Management
Correlation & Summary Engine
[w]File Synchronization Server

WMI Event Listener

[w] WWMI Query Daeman

[w] Data Gathering Engine

web Application
[Message Handler
[w] Flow Analysis Engine
[C]BVE API

Start All | Skop Al | Refresh I

Configuring the Message Handler

The Message Handler has its own default configuration file which specifies the different data sources.
The configuration file 8@_src_default rules.xml is stored in the
<TRAVERSE_HOME>/etc/messages/ directory by default.

This <TRAVERSE_HOME>/etc/messages/ directory also contains the following subdirectories, which
contain configuration files for the various data sources:

ism

logfile

snmp

syslog

winevent

Note: In order to preserve changes during upgrades, it is recommended that customizations to any of the
Message Handler configuration files be made by copying the files to the
<TRAVERSE_HOME>/plugin/messages directory and making the changes there.

You must restart the message handler after making any changes to this configuration file.
<message-handler>
<!-- default rules -->
<ruleset-defaults type="*">
<action>ignore</action>
</ruleset-defaults>
<ruleset-defaults type="socket">
<action>accept</action>
<severity>ok</severity>
<show-message>true</show-message>
<auto-clear>300</auto-clear>
<transform>${device _name}
${raw_message}</transform>
</ruleset-defaults>
</message-handler>

The ruleset-default parameter is a default ruleset for pattern matching. See the table for the
descriptions of each rule element.
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Configuring the Message Sources

There are currently five types of message sources that can be configured in the Message Handler. These
types are:

» File - for text files (note that these must reside on the DGE or DGE-extension)

= Trap - for SNMP traps

= Socket - for reading from a TCP socket

» WinEvt - for Windows events using nvwmiel

» Syslogd - for syslog files
The name parameter in the source configuration is matched against the corresponding “name'
parameter in the rule definitions to control which rules are applied against which message sources.
Detailed instructions on each of these sources is provided later in this chapter.

Source Specifications

Each of the message sources has a corresponding source file in its respective subdirectory of
<TRAVERSE_HOME>/etc/messages/.

For example, the default socket source file is
<TRAVERSE_HOME>/etc/messages/ism/00_src_socket_ism.xml.

<message-handler>

<source type="socket" name="ism">
<enabled>true</enabled>
<duplicateEventInterval>60</duplicateEventInterval>

<logunmatched>false</logunmatched> <!-- log unmatched messages -->
<port>7659</port> <!-- port for incoming connections -->
<connections>4</connections> <!-- maximum concurrent connections -->
<timeout>60</timeout> <!-- idle timeout, in seconds -->
<username>ismuser</username> <!-- username to use for TCP socket login -->
<password>fixme</password> <!-- password to use for login -->

</source>

<!-- add custom <source> blocks for file, syslog, traps under plugin/messages/ -->

</message-handler>
The elements in the following table apply to all source types:

Source Elements

Element Name Description

type The message source type.
name A name for this source type.
enabled true | false

Indicates whether this source type is enabled.

duplicateEventInterval The number of seconds in the de-duplication interval for messages from this source.
Note that for polled threshold violation events, there is a corresponding
duplicateEventCycle configuration setting in dge.xml file.

logunmatched true | false
If true, messages that do not match a pattern specified in the rules are logged to a log
file.

Adding Custom Message Sources

Users can extend the Message Handler to handle additional message sources very easily by creating
additional configuration files and storing it in the plug-ins directory under
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<TRAVERSE_HOME>/plugin/messages/. You can create additional log files to be monitored, additional
trap handlers running on different ports, or other TCP sockets to accept text streams. For details on
how to extend Traverse using the plug-in architecture, see the Traverse Developer Guide & APl Reference
(http://help.kaseya.com/WebHelp/EN/tv/9030000/DEV/index.asp#home.htm).

Adding Rulesets

The Message Handler searches and loads all rule files in the <TRAVERSE_HOME >/plugins/messages
and the <TRAVERSE_HOME>/etc/messages/ directories on startup. These rule files have the naming
format xx_rule_yyyy.xml, and are loaded in sequential order sorted by name.

These rules are used to parse the log messages using regular expressions, extract the different fields
(such as device name, test, and log message), and then decide if the message should be accepted or
dropped because it is not interesting.

Finally, the incoming log messages are transformed into a different output format based on the rule
transformation element.

Once the message is transformed, it is forwarded to the specified Data Gathering Engine (DGE),
where it is displayed on the Event Manager console and can optionally trigger an action.

Example Rule Specifications File

<Traverse>
<message-handler>
<ruleset type="type_name" name="source_name">
<rule>
<description>descriptive_text</description>
<pattern>regular_expression</pattern>
<action>match_action</action>
<mapping>
<field name="field_name_1" match="match_index_1"/>
<field name="field name_2" match="match_index_2"/>
[...]
<field name="field_name_n" match="match_index_n"/>
</mapping>
<severity>severity name</severity>
<show-message>true</show-message>
<auto-clear>600</auto-clear>
<transform>new_message</transform>
<additional-duplicate-key>${message_text}
</additional-duplicate-key>
</rule>
<rule>
[...] <!-- multiple rules -->
</rule>
</ruleset>
</message-handler>
</Traverse>

Rule Elements

Element Name Description
type file | socket | trap | winevt | syslogd
name Matches the source name. It can be * in which case its rules are checked before any
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other rulesets.

description Free-form text describing the incoming message (optional).
perl5 (hence oro) compatible regular expression. The match assumes ignorecase is
pattern set (case is ignored).
action accept | reject
mapping.field.name device_name | device_address | a unique word

mapping.field.match

1.n
This corresponds to one of the match items from regular_expression.

severity ok | warning | critical | unknown
true | false
show-message If false, the remote DGE will not display the message on the console, but can still be
used to trigger an action and generate reports.
Optional. Automatically removes the message from the console after the specified
auto-clear
number of seconds.
transform Converted message which is sent to the DGE.
The device name, device address, and event category are typically used to
additional-duplicate-key determine if an event is a duplicate of another. If additional fields should be

considered when determining if an event is a duplicate, they must be specified here.

You can have a default rule that matches everything using the following:
<pattern>.*</pattern>

You can log each message that comes in before the rules are applied by enabling debug level logging
for the message handler in the etc/log4j . conf file.

Note the following when creating rulesets:

One of device_name or device_address field is required. If one is specified, the oth er can be
optional. If neither is specified, or there is no match found, then the message is dropped (because
there is no way to match the message with a provisioned devices).

Within the <transform> section, the variables (${foo}) correspond to fields defined in <map>
section. If a variable specified was not defined before, or was not matched, the message is
dropped.

Even if the value in <transform> is specified on multiple lines for readability, the final message is
on a single line. The original message is still accessible via the ${raw_message} variable. If no
value is specified for this attribute, or the attribute is missing, it defaults to the message as it was
originally accepted (for example, <transform>${raw_message}</transform>).

You can specify a special name * for a source type, which will be applicable to all sources of that
type. The rules in this set are checked before any other rules.

If there is a ruleset with name _default, it is used after all other rules have been checked and
there was no match.

If the ruleset does not extract the TIME string, then the system uses the default timestamp.
However, the user can extract the TIME string (free format string), and the message handler will
attempt to convert the free form text string into the proper time syntax.

As the text messages are collected by the various data sources, they are matched against all
rules (sorted by the order they are read) in all files (sorted by name). At the first match (either
accept or reject), no further processing is done. The message is transformed and then forwarded
to the DGE.

It is important to organize the rules so that the majority of the messages are matched early on
(either accepted or rejected) for better performance.

In absence of a <ruleset-defaults> entry, the following defaults are used:

246



Ruleset Defaults

Parameter
match_action
severity_name

new_message

Default Value
accept
ok

${raw_message)

show_message true

auto_clear false

Sample Rule for sshd
<Traverse>

<message-handler>
<ruleset type="file" name="*">

<rule>

Message Handler for Traps and Logs

<description>SSH: Break-In Attempt as ROOT</description>
<pattern>:\d+\s+(\S+)\s+(\S+)\[\d+\]:\s+.*\s+root\s+from\s+(.*)\s+ssh2</pattern>
<action>accept</action>

<mapping>

<field name="device_name" match="1"/>
"process_name" match="2"/>
<field name="remote_host" match="3"/>
</mapping>
<severity>critical</severity>
<show-message>true</show-message>
<auto-clear>1800</auto-clear>

<field name=

<transform>${process name}: break-in attempt as "root" from
${remote_host}</transform>

</rule>

</ruleset>

</message-handler>

</Traverse>

Regular Expressions
The patterns specified in the rulesets are Perl-5 compatible regular expressions. The standard meta

characters used in regular expressions are as follows:

Meta Characters Used in Regular Expressions

Meta Character

AN

$
1

\d
\D

\s

Meaning

Match beginning of the line
Match end of the line (newline)
Character class (match any character within [ ])

Match any character

Match any digit: [0-9]

Match any non-digit: [*0-9]

Match any whitespace (tab, space)
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\S

\w

X?
X
X+
0

Match any non-whitespace character
A word character [A-Za-z_0-9]
Match X zero or one time
Match X zero or more times
Match X one or more times
Grouping to extract fields
As an example, to match the string
Login failure for superuser from 128.121.1.2
you can user the following regular expression:
\s+Login\s+failure\s+for\s+(\S+)\s+from([0-9.]+)$

The parentheses allow you to extract the username and the IP address as $1 and $2 fields
respectively.

Processing Text (Log) files

The following section describes log file processing which allows searching any text file for a regular
expression as hew messages are written to it.

The "File" Message Source

The Message Handler file source type has the ability to watch text files for specific patterns (only new
lines that are added to the file are processed and not the existing text). Note that these files must reside
on the DGE or DGE-extension. To monitor text files on remote servers, you can use a 3rd party tool to
convert the text files lines into syslog messages and forward them to the DGE using syslog.

As an example, the following type of entry will monitor the file /var/log/messages:

Note: Please note that this is not a complete example, and just contains a small section of the rules file to
highlight the key configuration parameters

<message-handler>

<source type="file" name="syslog">
<enabled>true</enabled>
<input>/var/log/messages</input>
</source>

</message-handler>

On a Windows server, an example might be:
<source type="file" name="router">

<enabled>true</enabled>

<input>C:/syslog/routers.log</input>
</source>
The input parameter is set to the name of the text file. You must add a new FILE entry for each text file
that you would like to monitor. To avoid your changes getting overwritten during Traverse upgrades,
you should add these entries as plug-ins in nn_src_yyy.xml configuration files in the
<TRAVERSE_HOME>/plugin/messages/ directory.

Processing Syslog Messages
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Traverse can be set up to watch for patterns in syslog files using the method described above for text
files. All UNIX platforms have a native syslogd daemon for receiving syslog messages (you can
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forward these to another host or write these syslog messages to a text file. See syslog.conf on your
UNIX server.

On a Windows platform (which lacks a native syslog listener), you should create a syslogd source
since Traverse has a built-in syslog listener:

<message-handler>
<source type="syslogd" name="default">
<enabled>true</enabled>
<port>514</port>
<!-- optional output file (disabled)-->
<!-- <outputFile>C:\syslog.txt</outputFile> -->
</source>
</message-handler>

This will use the internal Java syslog implementation to receive syslog messages on the default syslog
UDP port 514.

Processing SNMP Traps

Various router/switch/network appliances and applications have the ability to send SNMP traps to
indicate some event has transpired. Traverse has the ability to accept such SNMP traps from devices
it is monitoring and display these messages as well as trigger an action using the Message Handler
framework, when a pattern is matched.

In order for Traverse to process SNMP traps, the end devices need to be configured to send traps to
the host running the Traverse Message Handler. Please refer to the respective documentation of the
router, server or application to find out how to configure trap destinations. On a Cisco running I0S, a
sample configuration command for sending SNMP traps to the DGE is:

snmp-server host ip.of.dge version 2c myCommunityID snmp

The Trap Message Source

The trap message source handles SNMP traps and by default it is configured to run on port 162. The
configuration entry in <TRAVERSE_HOME>/etc/messages/snmp/00_src_snmp_trap.xml for the
Message Handler is as follows:

<source type="trap" name="trapl62">
<enabled>true</enabled>
<port>162</port>
<performHostnameLookup>false</performHostnamelLookup>
<relay oid=".1.3.6.1.4.1.10844.1.1.255.1">
<destination host="localhost" port="9991" communityId="public"/>
<destination host="127.0.0.1" port="9991" communityId="public"/>
</relay>
<trapHandle oid=".1.3.6.1.4.1.10844.1.1.255.1">
<script>/tmp/trapreceived.sh</script>
</trapHandle>
</source>
You can choose to run the trap handler at an alternate (UDP) port other than the standard port 162 by
modifying the port parameter. In that case, make sure to specify the alternate destination port number
on remote devices that will send SNMP traps.
To avoid your changes getting overwritten during Traverse upgrades, you should add these entries as
plug-ins in nn_src_yyy . xml configuration files in the <TRAVERSE_HOME>/plugins/messages/
directory.

The performHostnameLookup parameter controls whether the trap handler will attempt to resolve the
host name of remote hosts when a trap is received. As slow DNS resolutions may impact performance,
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the default option disables this feature.

Once any of these values have been changed, the Message Handler will need to be restarted before
the change is applied. At this point the trap handler should be ready to accept SNMP traps.

Relaying SNMP Traps

In certain cases, you may wish to relay the SNMP traps to another application. You can relay all or
selected traps to one or more hosts:

<source type="trap" name="trapl62">

<!-- forward traps to hostA -->

<relay oid=".1.3.6.1.4.1.10844.*">

<destination host="192.168.1.1" port="162" communityId="public"/>
</relay>

<!-- forward all other to hostB and hostC -->

<relay oid="default">

<destination host="192.168.2.2" port="162" communityId="public"/>
<destination host="192.168.5.5" port="8162" communityId="secret"/>
</relay>
</source>

In the above example, all enterprise traps for Technology MIB with prefix .1.3.6.1.4.1.10844 is relayed
to a management agent (specified in destination element) running on host 192.168.1.1, on UDP port

162. Note the use of the * as wildcard in the oid parameter. If you wish to forward only specific traps,

you can use exact OID.

The second relay configuration block has an oid value default, which has special meaning and covers
any OID not explicitly specified in other relay blocks. The default OID is optional and if not specified, in
the absence of a matching relay block, the trap will not be forwarded to any other host. In this case all
traps are forwarded to two hosts, each with different port and community string.

Passing SNMP Traps to External Scripts
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The trap handler also allows SNMP traps to be passed to external scripts, which can further process
them:

<source type="trap" name="trapl62">

<!-- forward nodeDeleted traps to a script -->
<trapHandle o0id=".1.3.6.1.4.1.10844.1.1.255.2.1">
<script>/usr/bin/nodeDeleted.pl</script>
</trapHandle>

</source>

The same rules for wildcard (*) and default OID as relay configuration applies to trapHandle
configuration. Upon match, the specified script is executed and trap information is made available via
standard input (STDIN) in the following format, one entry per line in sequential order:
remote_device host_name

remote_device ip_address

system.sysUpTime.0 uptime

snmpTrap.snmpTrapEnterpriseOID enterprise_oid

varbind_oidl varbind_valuel

varbind_oid2 varbind_value2

[...]

varbind_oidN varbind_valueN

If DNS resolution is disabled, or failed, host_name will be same as ip_address. uptime represents
number of seconds since remote agent was started or initialized.
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Loading Enterprise MIBs for SNMP Traps
To load MIB files into the trap handler so that incoming traps are automatically converted into their MIB
text definitions, copy the MIB files with extension .mib/.my/.txt into the plugin/mibs directory. The
trap handler automatically loads all MIB files located in the <TRAVERSE>/etc/mibs and the
<TRAVERSE>/plugin/mibs/ directory and looks for new files in these directories every minute.

If a match for the incoming OID is not found, the trap will be logged with the numeric OID. If a file cannot
be parsed due to a syntax error or missing dependencies, an error message is logged. If you remove a
MIB file from the mib directory, you must restart the message handler since this change will not be
handled automatically (due to the possibilities of dependencies, etc.).

When you add a new MIB into the plugins/ directory, you must look at the IMPORTS directives in
these MIB files to see the dependent MIB files and copy those into this directory as well and also look in
these new files for additional IMPORTS directives. For example, in order to get the IF-MIB loaded, the
following MIB definition files needed to be added because of the IMPORTS:

= |[F-MIB

= RFC1213-MIB

= SNMPVv2-SMI

= SNMPv2-TC

= SNMPv2-CONF
= SNMPv2-MIB

Processing Data from the Socket Interface

The "Socket" Message Source

The socket message source allows any external tool to send text messages over a TCP socket. These
messages are then processed using the corresponding rules.

An example configuration file is located at
<TRAVERSE_HOME>/etc/messages/ism/00_src_socket_ism.xml:

<message-handler>

<source type="socket" name="ism">
<enabled>true</enabled>
<duplicateEventInterval>60</duplicateEventInterval>

<logunmatched>false</logunmatched> <!-- log unmatched messages -->
<port>7659</port> <!-- TCP port for incoming connections -->
<connections>4</connections> <!-- maximum concurrent connections -->
<timeout>60</timeout> <!-- idle timeout, in seconds -->
<username>ismuser</username> <!-- username to use for login -->
<password>fixme</password> <!-- password to use for login -->
</source>

</message-handler>

The various parameters control the number of concurrent connections, port number, login username
and password for the socket interface.

In order to connect and send messages over the TCP socket, the client must first log in to the socket
source using the configured username and password. After logging in, the client can send text strings
in free text format (terminated with a \r\n).

The commands sent by a client and responses sent back by the server must adhere to the following
formatting conventions:
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Client Command Format

= Each client command is composed of a single line of text terminated by a newline character. A
carriage return followed by a newline (\r\n) is considered to be the same as a newline character
(\n) alone.

» Client commands may or may not require additional parameters. Each parameter consists of
values, separated by pipe symbol ( | ). Example command_name valuel [ | value2 | value3 .. ].

» Pipe symbol (|) is not permitted as part of the value.

= For each client command, the server will respond with a response code indicating success or
failure, and optionally some descriptive text indication actions taken.

= Command names are NOT case sensitive.

» Parameters/values for any command must appear in exact order following the command. If a
value is not applicable or existent for a particular command, an empty value (| | ) should be
provided.

Server Response Format

The server will always respond (to client initiated commands/requests) with text of the following format:
<status code> [optional informative text]
where status code is one of:

= OK: indicates that the command/request was successful
= ERR: indicates failure to execute the request

Client Commands

Login
Provide authentication information to the server. This username and password are specified in the
dge.xml configuration file.
Login <login_id> | <password>

Logout | Quit
Ends a login session.
LOGOUT

Input Stream Monitor (ISM)
If the socket source name is set to ISM, then you can insert pre-processed log messages which will
NOT be processed for any rules, and forwarded to the DGE directly.
After logging in to the socket ISM source using LOGIN, you insert a processed text message using the
following command:
Message.insert device name | device addr | type | (unused) | timestamp | severity
| message
where:
= device_addr = IP address or FQDN (only if type is ‘device' and is optional if device_name is
specified)
» type =device or SLA
» timestamp = sequential timestamp in yyyy.MM.dd-HH:mm format or use O for current time
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= severity = one of ok, warning, error, critical, signifying level of urgency for the message.
= message = free flowing event text (up to 255 characters)

Each parameter is separated by a | character.

Processing Windows Events

The following section describes how Traverse processes Window's events.

The Traverse WMI Event Listener (nvwmiel)

The Traverse WMI Event Listener (nvwmiel) is an agent that runs on any one Windows host in your
workgroup or domain, and retrieves events from all other Windows hosts that are part of the domain or
workgroup.

Windows events are usually classified in 3 categories - application, system and security. The severities
are error, warn, and info.

Installing the WMI Event Listener
To install the Event Listener, download the wmitools-7.x-xx-windows .exe package from the
Kaseya support site (www.Kaseya.com/support/) and run it on a Windows XP/2000/2003 server
(English language only).

Prerequisite: Requires the Java runtime environment be installed on the Windows system running the
wmitools package. http://java.com/en/download/index.jsp

Note: At least one WMI test must be configured on the monitored host for Traverse to be able to receive
Windows events from that host.

If the WMI tests on the monitored servers are not configured with their own credentials and are relying
on credentials set up on the WMI Query Daemon server, then the Traverse WMI listener must also be

set up to use the same credentials.

If you have XP SP2 running on the target machines, you will need to either disable the Internet
Connection Firewall (ICF) or allow the host running nvwmiel to access the machine. You can do this by
going to the Start > Control Panel > Windows Firewall.

The WinEvt message source

The WinEvt message source uses the Traverse WMI Event Listener (page 253) module (see above) to get
events from Windows hosts and then process them using the defined rulesets for the message
handler.
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<source type="winevt" name="windowsEvents">
<enabled>true</enabled>
<address>192.168.1.160</address>
<port>7668</port>
<username>wmiuser</username>
<password>fixme</password>

<timeout>60</timeout> <!-- socket timeout,typically 6@sec -->
<severity>warn</severity> <!-- * or info|warn|error -->
</source>

WinEvt Message Source Elements

Element Name Description

type must be set to winewt.

name Can be any text name to identify this source in the rulesets.

address IP address of the host running the nvwmiel Event Listener software.

port TCP port number for nvwwmiel, should be set to 7668.

username / password For logging in to the nvwmiel agent.

timeout Close the connection to the nvwmiel agent if it is unreachable for more than these
many secs

severity info | warn | error | *

This is the severity of the Windows events that should be retrieved. Use * to receive
events of any severity.

Note: Any changes to the sources requires the WMI Event Listener component followed by the Message
Handler component to be restarted from the Traverse Service Controller.

Event Deduplication

Event deduplication allows you to consolidate duplicate SNMP trap & log messages and threshold
violation events received from a managed resource within a fixed amount of time. If Traverse receives
a duplicate event within this interval, the subsequent messages are not displayed in the Event Manager.
Instead, the Event Manager displays the number of occurrences of the event and the time of the newest
and oldest events. When Traverse receives another instance of the event outside of the interval, it is
considered a new event, so it is displayed and a new duplicate event interval starts. You configure the
de-duplication for threshold violation events in the dge . xml file, and for traps, logs and other messages
in the corresponding message-handler configuration.

Threshold Violation Event Deduplication Configuration
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For threshold violation events, the event de-duplication interval and expiration time for threshold
violation events can be configured in the etc/dge. xml file as follows:

<message-handler>

<duplicateEventCycle>5</duplicateEventCycle> <!-- number of polling cycles -->
<eventExpiration>1800</eventExpiration> <!-- seconds; © means as soon as state
changes -->

</message-handler>

» The duplicateEventCycle parameter determines the number of polling cycles for
de-duplication. Any threshold violation event received within x cycles of the last event are
deduplicated. For example, if a test runs every 1 minute and goes into a "warning" state, and then
goes into a "critical" state after 3 minutes, it is deduplicated into a single event in the Event Manager
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because the "critical" event happened (using the example value above) within 5 polling cycles (or
minutes).

= The eventExpiration is the expiration time for older threshold violation events. The latest
threshold violation event always remains visible in the Event Manager (unless you acknowledge or
hide the event). However, any older events (de-duplicated or otherwise) automatically expire
(using the example value above) after 30 minutes (or 1800 seconds).

Example

In the default configuration, threshold violation events within 5x polling interval are de-duplicated (and
the eventExpiration is set to 0s). In other words, if CPU test on serverl is configured to run every 5
minute and it goes to critical at 10:15am, if it drops back to ok at 10:30am, it will be grouped with the
previous event because it happened within the 25 minute window of the first event. In this case, the
previous (critical) event will be automatically cleared immediately (eventExpiration = 0 seconds). If you
change the setting to <eventExpiration>1800</eventExpiration>, then the previous events will
remain in view for 30 minutes even after the alarm has cleared.

Messages & Traps Deduplication Configuration

Each message source has its own configuration file, located in the etc/messages/<type>/ directory,
and named beginning with the string "00_src".

The SNMP trap configuration file is etc/messages/snmp/00_src_snmp_trap.xml and can be
configured as follows:

<message-handler>
<source type="trap" name="162">
<enabled>true</enabled>
<duplicateEventInterval>1800</duplicateEventInterval> <!-- number of seconds -->
<logunmatched>true</logunmatched>
<port>162</port>
<performHostnameLookup>false</performHostnameLookup>
</source>
</message-handler>

The duplicateEventinterval parameter determines the number of seconds in the deduplication interval
for messages from this source.

Examples

Note: The various configuration parameters are described earlier in this chapter.

Configuring Message Handling for SNMP Traps

This is an example of how to set up Traverse to receive an alert when there is a trap sent by a
Netscreen firewall for a UDP flood alert.

Configuring Message Handling

1. Add arule in your ruleset definition file. For example, add the following text to the
plugins/messages/00 rule traps.xml file:
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<Traverse>
<message-handler>
<!-- udp flood rule -->
<ruleset type="trap" name="162">
<rule>
<description>Netscreen: UDP Flood Attack</description>
<pattern>TRAP: \s+\S+\s+(\S+)\s+\(\S+\)\s+\.1\.3\.6\.1\.4\.1\.3224\.1\.4:200\s+1:[
A=T4=12;\s+2: [*=]+=([*\: ]+:\s+) ?(.*);</pattern>
<action>accept</action>
<mapping>

<field name="device_name" match="-1"/>
<field name="device_address"” match="1"/>
<field name="alert_text" match="3"/>

</mapping>

<transform>${alert text}</transform>
<severity>warning</severity>
<show-message>true</show-message>
<auto-clear>300</auto-clear>

</rule>
</ruleset> <!-- end UDP flood rule -->
</message-handler>
</Traverse>
2. Provision the firewall device into Traverse as an end user by going to Administration > Devices >

3.

Create a Device. There is no need to create any specific test for this purpose.

Make sure you are accepting SNMP traps from this device by going to Administration > Other >
SNMP Trap, Windows EventLog and add this device to the accept list or else select accept all
events.

If the device is provisioned under a name or address that is not same as the source of incoming
traps, you must add this address in Administration > Other > SNMP Trap, Windows EventLog >
Device Aliases.

Finally, apply an action profile to this type of event. Navigate to Administration > Actions > Assign
to Events, enable Select Message Types next to the firewall device, and on the following page, select
the same event (as above). If you didn't want to individually select message types (that is, only
filter by type that you accept), you could use Administration > Other > SNMP Trap, Windows
EventLog > Message Notification, and apply an action profile for actions in the selected profile should be
executed. This will cause this action profile to be executed for all matched message events.

This example triggers the following email naotification:
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From: traverse@Kaseyacustomer.com

Date: Wed, 27 Apr 2008 08:03:41

To: root@Kaseyacustomer.com

Subject: [Traverse] fw@@.dnvrel/Warning: Netscreen: UDP Flood Attack
Event Match Notification from Traverse:

Department Name : Acme_Company

Device Name : fw@@.dnvrol

Device Address : 204.0.80.43

Event Source : trap/162

Current Severity : Warning

Test Time : April 27, 2008 8:03:41 AM MDT

Transformed Message :

Port Scan Attempt from 213.46.8.202 to 204.0.80.49 protocol 6 (No Name) (2005-4-27
08:46:38)

Handling Syslog Messages from a Router

1. Start by creating a "source" for the syslog file where messages from routers are being sent. Lets
say you have configured your syslog daemon on the DGE host to log all such messages into
/var/log/router. A corresponding source definition file should be created in plugin/messages
with a filename such as 00_src_syslog_router.xml. Inside this file is a source definition, e.qg.

<message-handler>
<source type="file" name="router">
<enabled>true</enabled>
<input>/var/log/router</input>
</source>
</message-handler>
On a Windows host, you will need to set up the native syslog handler as described in Processing
Syslog Messages (page 248).

2. Next, we need to create a rule for this source (type="file", name="router") if using the file source,
or (type="syslogd", name="default") for syslogd. The rule will accept all messages in the log
file/syslogd and display it on the Event Console for 15 minutes. After that time, the message is
auto-acknowledged and removed from view. For now, all of these messages will be displayed
with OK severity. You will need to create plugin/messages/90 rule_syslog router.xml with
following contents:
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<Traverse>

<message-handler>

<ruleset type="file" name="router">

<!-- <ruleset type="syslogd" name="default"> -->
<rule>

<description>Default Action for Router Messages</description>
<pattern>:\d+\s+(\w+)\s+(.*)</pattern>
<action>accept</action>
<mapping>
<field name="device_name" match="1"/>
<field name="message text" match="2"/>
</mapping>
<severity>ok</severity>
<show-message>true</show-message>
<auto-clear>900</auto-clear>
<transform>${message text}</transform>

</rule>
</ruleset>
</message-handler>
</Traverse>

3.

4.

Restart the Traverse components so that the new source and ruleset are activated (using
etc/traverse.init restart)

Before the Message Handler accepts a message from a router, it will check to see if the device is
provisioned in Traverse so you should provision your routers and switches into Traverse at this
stage if they are not already provisioned.

Make sure that the Message Handler is configured to accept messages from your routers by
logging in to the web application (as end user) and navigating to Manage > Messages > Message
Filters. You should either use the accept all messages... option, or ensure that the devices in
guestion are listed under accept from list. For the latter option, after you click continue, you should
see (file/router) Default Action for Router Messages as one of the available message types. Either
choose that option, or select the option to accept all messages.

The Message Handler will try to match the device sending syslog message by it's source IP
address, as recorded in the log file and the provisioned device's IP address. For example, in the
following log entry from a Cisco router:

Aug 1 06:54:10 172.27.72.254 13822: Aug 1 06:51:46.772:
%CRYPTO-6-IKMP_NOT_ENCRYPTED: IKE packet from 65.203.13.221

was not encrypted and it should've been.

The source address of this message is 172.27.72.254. If this is the same IP address that was
used to provision the device in Traverse, no further action is required.

If this particular address is the loopback address on the router (as an example), and the device
was provisioned into Traverse using (for example) it's fast-ethernet interface, then you need to
tell the Message Handler that 172.27.72.254 is an additional address for this device. This is
accomplished by logging in as end user into the web application, navigating to Administration >
Other > SNMP Trap, Windows EventLog > Device Aliases, and then clicking Load after selecting the
device in question. On the text box, supply the alternate IP address (172.27.72.254) or names
(e.g. "The FQDN for 172.27.72.254"), one on each line.

As messages are logged in /var/log/router or received via the syslogd listener in Traverse,
you should now see them show up on the Event Manager console. You should customize which
events you want to display and possibly trigger alerts.
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Pairing DGEs to a Message Handler

When the message handler receives a message event (SNMP trap, syslog, Windows EventLog), it is
published to Traverse's the internal communication system. The published event is accepted by the
BVE for event deduplication (Event Deduplication ) and the DGE for archival. In a typical Traverse
deployment, the Message Handler and DGE components operate on the same server. The Message
Handler is paired with the local DGE and there are no additional configuration steps.

However, because of the hub-and-spoke model of the Traverse internal communication system, the
event traverses the entire DGE-BVE path before returning to the originating host. In large Traverse
deployments, this may add extra overhead to the Traverse communication system. Additionally, if a
device is configured to send events to multiple Message Handlers, each message handler publishes
the processed event resulting in duplicate events in the Event Manager console.

To avoid this scenario, you can pair one or more DGE with a message server.

Superusers can access the Message Server Pairing page by navigating to Administration > Other >
Message Handler Configuration.

MEessAGE SERVER PAIRING

List of all known Message Servers and associated DGE(s) are shown below. Each Message Server will accept events from devices on paired DGE(s)
MESSAGE SERVER NAME IP ADDRESS PAIRED DGE(S) :ﬂiﬁ.aggENCE MODIFY

MessageServer-192.168.10.21 192.168.10.21 (local DGE) Update Delete

Message Server Pairing

Note: You can pair the same DGE with multiple Message Servers.

Pairing DGEs to a Message Handler
1. Navigate to Administration > Other > Message Handler Configuration.
All detected Message Handlers display in this page.
2. Select the Message Handler to which you want to assign DGEs by clicking the associated Update

link.
UPDATE MESSAGE SERVER PAIRING
Select one or more DGEs that should be paired with this Message Server °
* Message Server Name: MessageServer-192.168.10.21
Awailable * Selected
doge-1
dge-ex1
| MNeit == ‘ | Reset | | Cancel |

3. Use the >> and << buttons to add and remove DGEs from the selected box.

4. Click Next.
UppATE MESSAGE SERVER PERSISTENCE METHOD
Selectthe method by which Message Server should record new events in the DGE database. When Message Server is running on same server as DGE, direct
method is recommended °
DGE NAME PERSISTENCE METHOD
dge-1 direct -
| Update | | Reset | | Cancel |

5. Use the drop-down menus to select a persistence method for each DGE. The method can be
Direct (the Message Handler writes messages directly into the DGE database) or Publish (the
Message Handler publishes messages to the Traverse communication system).
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Note: If you select Direct, the event still publishes to the Traverse communication system for
deduplication and display in the Event Manager console, but the event does not return to the DGE for
archival.

6. Click Update.
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Overview

Traverse has extensive and flexible reporting/analysis functionality available for various levels of
objects—container, device, test—as well as for different types of data performance. Most reports are
generated in real time. Graphs and statistics are created from the raw data. Traverse reports are
organized and accessible in four areas, each one serving a specific purpose.

Advanced - These are a set of pre-defined reports that allows users to view and analyze different
types of performance data for a user-specified set of devices or containers and some additional
context, depending on the report itself. These reports are designed to allow users to quickly
perform specify types of operational analysis of the IT infrastructure, and answer some commonly
asked questions for specific tests, devices and containers.

Custom - These reports allow users to conduct system-wide or broader analysis of events,
thresholds, capacity, future-trending and availability. Users have greater flexibility in selecting the
report parameters, and can choose to run more granular reports for specific test, devices and
containers if desired.

SLA - These reports are designed for the purpose of historical and deeper analysis of the SLA
metrics and measurements configured and monitored in Traverse.

My Reports - Users can create “save off' specific report queries for the first three types of reports,
and retrieve and run these in the future. Traverse allows adding individual components from the
various pre-defined reports into the same composite report user-specific report. The reporting
framework is very flexible and allows completely arbitrary user-defined and statistics generated
on an as needed basis.

Working with Reports

This section describes how to manage and organize reports.

Saving Reports (PDF)

You can save all reports to a .pdf file by clicking Save as PDF Document on any generated report page.
When you click this link, a dialog box displays and prompts you to either open or save the .pdf report.
Opening report130861507 3608 i e |

You have chosen to open

1 report1208615073608.pdf

What showld Firefor do with this file?

which is & Adobe Acrobat Document
frarm: hitpy'fstaging.oyion.com

@ Openwith | Acrohat.ese -

Save Fill=

Do this automatically for files Bee this fram now on

0K | | Cancel
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Saving Report Parameters

Click Save Report Parameters on any generated report page to save report criteria for future use under My
Reports.

=& TRAVERSE
Kaseya ENTERPRISE =
ADVANCED GCUSTOM SLA MY REPORTS EMAILED Logged in: traverse | LOGOUT ABOUT | USER GUIDE | oo EAIv

STATUS DASHBOARD CONFIG MGMT REPORTS ADMINISTRATION

SAVE QUERY
* -indicates a required field

* Query Name:

Enter a Query Name, and click Save. You will then be taken to the Manage Queries page, from where you
can either modify the query or execute it or delete it.

STATUS DASHBOARD CONFIG MGMT REPORTS ADMINISTRATION

< =
Kaseya | RAYERSE =

in: traverse | LOGOUT ABOUT | USER GUIDE | oo B «n

ADVANCED CUsSTOM SLA MY REPORTS EMAILED

MANAGE MY REPORTS i

Report Name « Modify

No Adhoc reports have been found.

Report Name 4 Modify

Bandwidth Edit

Delete

Sample Saved Report Edit Delste

If you click the Edit link, you are provided the follow Duration options:

COA— -

Yesterday
Last 24 Hours
Last Week
Last 7 Days
Last 14 days
Thiz Month
Last Month
Custom

Drill-down Analysis

Performance graphs generated in the Reports > Custom > Historical Performance report have a “& icon
that you can click to open the graph in a separate browser window.
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In this new window, click (on an area on the graph) and hold the left mouse button to the highlight of the
graph that you want to magnify.

Logarithmic Scale | Tabular Format | Save as CSV| Save as POF Plot Using Imean;l Refresh'l-Never—LI Cloge Window
Description: Drill-Down Analysis

Time Range: 3/23/08 - 3/24/08

Generated at: Monday, March 24, 2008 11:26:37 AM EDT

sunfirev210-1 - User CPU Time #2 ¥
3123108 - 3/24i08 (means of 15 minute sample intervals)

2 3-o-CRTEIERI FERRERES e

SunUEIEI oo Sun 06:00 Sun 12:00 Sun 18:00 Mon 00:00 han 06:00 Mon‘12:UU . Mon‘lB:UU . Tue 00:00
Time
When you release the mouse button, the selected area displays. Click the Zoom Out link to return to the
previous magnification level.
Alternatively, click Tabular Format to display the graph in table format, or click Logarithmic Scale to display
the graph logarithmically. You can also export the graph data to a .csv file by clicking Save as CSV.

Stored and Scheduled Reports

You can save any report and then schedule the report to execute automatically. You also configure
Traverse to email the results to a list of recipients.

To schedule email delivery of reports, navigate to Administration > Reports > EMailed and click Create A
Scheduled Report.

o~
-
STATUS | DASHBOARD | COMNFIGMGMT | REPORTS | ADMINISTRATION Kaseya

TRAVERSE

ENTERPRISE -

ADVANCED CUSTOM  SLA MY REPORTS  EMAILED Logged in: traverse | LOGOUT  ABOUT | USER GUIDE | o0 E i

CREATE SCHEDULED REPORT
Select or complete the required flelds below. Click 'Creale Scheduled Report to confirm

*-indicates a required field
* Scheduled Report Mame :  Scheduled Report

Suspend Delivery of Scheduled Report: ]

* Generate Using Saved Query:  Please Select -

* Email Generated Reportto . specify one address on each line
don.giroux@kaseya.com

— =
Report Should Be Senl- @) 4y § w» 0 w StangFrom Nov » 21 v | 2013 =

') As Soon As Generated

"Frequency: (@) gyery 4 Weekls) ~
! First w | DayofEvery 1 Wonthis)
! First + Sunday w» ofEvery 1 Manth(s)
® onetime Only
Create Scheduled Report J Reset ) Cancel |

Specify the following information:
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Parameter Description
Scheduled Report Name  Enter name for the report.

Suspend Delivery of Select this option to suspend the generation and delivery of the report.

Scheduled Report

Generate Using Saved Select a saved query from which to generate the report. See Saving Report Parameters
Query (page 263).

Email Generated Report to Select address from current user's profile to deliver the report to your email address.
Select following address(es) and enter one email address on each line send the report to
other recipients.

Report Should Be Sent Select As Soon As Generated or specify a time and date to send the report. (If the report
is recurring, the date is the first date when the report will be sent.)

The time is determined by the time-zone of the Traverse host. At the specified time,
each scheduled job is processed sequentially and sent to the specified email
address(es). If there are multiple reports scheduled for the same time, the actual time
when the email is sent will vary

Frequency Specify how often to send the report.
Select One Time Only to deliver the report only once.
Otherwise, select one of the following scheduling options:
e Specify an interval of days, weeks, or months.

o Specify the first or last day of an interval of months.
o Specify the first or last day of the week of an interval of months.

Click Create Scheduled Report to complete the configuration. The new scheduled report appears in the
Administration > Reports > Emailed > Managed Schedule Reports page. You can suspend, update, or
delete the reports that display on the this page.

Advanced Reports

These are a set of pre-defined reports that allows users to view and analyze different "types" of
performance data for a user-specified set of devices or containers and some additional context,
depending on the report itself. These reports are designed to allow users to quickly perform specify
types of operational analysis of the IT infrastructure, and answer some commonly asked questions for
specific tests, devices and containers.

Server [ System
These reports are for common server (system) performance data for devices, covering:
= CPU
= Disk Utilization
= Memory (Real, Swap, Page)
= Traffic (bytes, bandwidth)
= Response Time/Latency
= Availability
= Syslogs & Eventlogs
=  Summary

Network
There reports are for common network related data for devices, covering:
= Bandwidth Utilization
= Traffic
» Errors (Queue len, drops, errors)
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*= Routing

= System (CPU, Memory)

= Latency/ Response Time
= Availability

= Syslogs & Traps

= Summary

Application
These reports are for the key application data for the built-in monitors in Traverse, focusing primarily
on database, email and web servers, including:
= DB - Oracle
» DB - MySQL
* DB -MSSQL
= HTTP Web Performance
= Exchange Server Report
= Active Directory Report
* Microsoft DHCP
= Apache TomCat Application Server
= Send Mall
= Remedy
= BEA Weblogic

Service Container

= Auvailability - A high-level availability report for service containers is provided, which includes
uptime, downtime and availability % information for user-specified service containers.

= Summary

VMWare & Virtvalization

There reports are for common performance data for VMware environments, covering:
= Top Hypervisors by CPU
= Top Hypervisors by Disk I/0
» Top Hypervisors by Memory
= Top Virtual machines by CPU
= Top Virtual machines by Disk I/O
= Top Virtual machines by Memory
= Top Virtual machines by Network
=  Summary

NetFlow
There reports are for key network flow data for flow enabled devices, covering:
= Top Conversations
= Top Applications
= Top Sources
= Top Destinations
* Top All Dimensions

VolP
There reports are for key VolP data for various VolP components, covering:
= [P-SLA
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= Active Calls
= Call Records

Config Mgmt
There reports are for relevant data related to the integrated configuration management module in
Traverse, and covers:
» Configuration Change Summary
= Collection Exception Report
= Hardware/Software Inventory

Process
= Top Processes by CPU
= Top Processes by Physical Memory
= Top Processes by Disk 1/0
=  Summary

Storage
= Disk Utilization
= Disk IO
=  Summary

SLA

These reports are designed for the purpose of historical and deeper analysis of the Service License
Agreement (SLA) metrics and measurements configured and monitored in Traverse. SLA reports
allow you to report and track your Service Levels defined for Containers, Devices and Tests. These
reports allow you to:

= Monitor and measure from a business service perspective.

» Monitor compliance with defined SLAs.

» |dentify trends and avoid failures using proactive reporting.
The report can be generated for historical analysis, as well as to view compliance for the current SLA
calculation period. The user can specify a number of parameters:

kasesa TRAVERSE

DASHBOARD | ENTERPRISE

STATUS CONFIG MGMT REPORTS | ADMINISTRATION

ADVANCED CUSTOM SLA MY REPORTS EMAILED Logged in: traverse | LOGOUT ABOUT | USER GUIDE | oo H 41

CREATE SLA REPORT

Select opti 10 generate 3 SLA report

Report Category Q) Historical SLA Summary Report

! Current SLA Time Period Report

SLA Summary Object Type: 9 Contalner Device Test
Select SLA(S): Select SLAs s
Granularity: --Default -  #
Show: V] rateq

“" Not Fallead
Duration Today ®

Run J
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Kasega TRAVERSE

ENTERPRISE
n: yogen.p | LOGOUT  ABOUT | USER GUIDE | oo @

REPORTS | ADMINISTRATION

STATUS DASHBOARD CONFIG MGMT

ADVANCED

CUSTOM

Save Report Parameters | Save as PDF Document

Description: SLA Status Summary
Time Range: Sunday, June 12, 2011 12:00:00 AM GMT - Saturday, June 18, 2011 11:59:59 PM GMT
Generated At: Tuesday, June 21, 2011 1:10:01 AM GMT

Historical SLA Compliance s

SLA Name: Corporate Email Service Granularity: Day
Saturday, June 11, 2011 5:00:00 PM PDT - Saturday, June 18, 2011 4:59:59 PM PDT

4

Start Period End Period Achieved Target
6/11/11 12:00 AM 6/11/11 11:59 PM D .- gs%
1:58 PM 0 3 95%
1:59 PM D- 95%
1:59 PM e 9 95%
1:59 PM o} o as5%
6/16/11 11:59 PM D, 95%
6/17/11 12:00 AM 6/17/11 11:59 PM D 95%
6/18/11 12:00 AM 6/18/11 11:59 PM D, 95%
100
80
z
e
gw
R :
5 :
K :
2 l H
08711 06712 06113 05/14 06/15 06116 06117 06/18

Date/Time

Custom Reports

There reports allow users to conduct system-wide or broader analysis of events, thresholds, capacity,
future-trending and availability. Users have greater flexibility in selecting the report parameters, and
can choose to run more granular reports for specific test, devices and containers if desired.

Fault/Exception Analysis
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Fault Level Reports generate one or more of the Top Ten, Number of Events Distribution, Event Duration
Distribution, Number of Events, for the particular tests of chosen test types for a device.

The following table lists the parameters on the Create Fault Report page.

Parameter Description

Report Detail Select Container, Device, or Test. Depending on the Report Detail you select, various
parameters are disabled in the Generate Fault Reports page.

Customize Report Use the drop-down menu to select either the Top (most) or Bottom (fewest) 10, 25, 50, or
100 events. This option does not apply to the graphical view of the report.

Select Device(s) / Select ~ Select a container or a device. You can use the CTRL and SHIFT keys to select
Container(s) multiple items.

Device Name Filter Enter a specific device name or regular expression (for example, nyc_router*. This
displays all devices with nyc_router in the device name).

Select Test Type/Sub Select a test type. You can use the CTRL and SHIFT keys to select multiple items.

Types

Device Type Use the drop-down menu to select the type of device.

Duration Select a date range from the drop-down menu. Selecting Custom requires you to

specify a fixed date/time range.
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Schedule Limits the data included in the report to the schedule selected.

Ignore events shorter than Use the drop-down menu to prevent the report from generating events that last less
than 30 seconds, 1 minute, 5 minutes, or 15 minutes.

Click Submit to execute the report.

- = ’ar,
Kassya | RANERSE =

ADVANCED CUSTOM SLA MY REPORTS  EMAILED Logged in: traverse | LOGOUT  ABOUT | USER GUIDE | oo B dk

STATUS DASHBOARD CONFIG MGMT REPORTS | ADMINISTRATION

CreaTe FAULT REPORT
Select oplions to generale a fault report
Report Detak

] @ mize R
J contaimer () Device @ Test SR ERET

Select Device(s). — Select— - Select Container(s):
All

Aliso Viejo Router E
DEV-A-FS01
dev-av-ubu02
dev-av-winld

dev-sleve All Windows Servers
HR-XP3202-RC ~ Business Visibllity Engine =

Device Name Fiter:

Select Test Type/SubType(s) Devics Type: Network Switch A
Advanced SNMP Test
Apache Sener Avg Data
Apache Senver Conneclions
Apache Sener Requests
Apache Sever Traffic
Apache Sewver Utilization
Blocks (To Device) SentRcvd (SHMP) -

Duration Today - Schedule; Default Schedule «

1l »

Ignore Events Shorter Than 30z w

Historical Performance

Performance Reports generate reports for capacity planning, trend analysis, statistical analysis, etc.
The following table lists the parameters on the Create Performance Report page.

Parameter Description

Select Device(s) / Select ~ Select a container or a device. You can use the CTRL and SHIFT keys to select

Container(s) multiple items.

Device Name Filter / Test  Enter a specific device name or test name or regular expression (for example,

Name Filter nyc_router*. This displays all devices with nyc_router in the device name).

Select Test Select a test type. You can use the CTRL and SHIFT keys to select multiple items.

Type/SubType(s)

Number of ltems Use the drop-down menu to select either the Top (best) or Bottom (worst) 10, 25, or 50
performing tests.

Duration Select a date range from the drop-down menu. Selecting Custom requires you to
specify a fixed date/time range.

Schedule Limits the data included in the report to the schedule selected.

Customize Report Select one of the following report type (customization) options:

o Historical Graphs
o Statistics
e Trend Analysis
The Graph option includes the following optional customizations:
Note: Make sure you select Graph to see these options.
¢ Plot Similar Tests on Single Graph - Tests of the same type display in only
one graph. When you select this option, you can select one of the
following options:

All Selected Tests vs Compl. y Tests Only

Shown As Individual Lines: Shows separate lines (representing historical performance results) for each test
Revert Counter Part: Allows you to plot the matching pair of "in" and "out", or "sent" and "received" tests (for example,
network traffic or disk I/O tests) on opposite axis. So, if 1AV Er'SEe piots data for "in" tests on the positive axis,
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it will plot "out" tests on the negative axis.

Shown As Sum: Plots a graph by adding the data points for matching tests.

Shown As Average: Dynamically calculates the average value for matching tests and plots the result on the report.
Group Statistics with Graph
Use Same Scale for Similar Tests
N Graphs on Each Row
Sort Order - Device Name, Test Name, Test Value, None - Ascending or
Descending.
The same graphical scale is used if the tests are the same type.

Click Go to execute the report.

Threshold Violation History

Threshold Violation History generates a report for tests that previously violated a threshold.
The following table lists the parameters in the Create Threshold Violation Event Report page.

Message Event History
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Parameter

Select Device(s)/ Select
Container(s)

Device Name Filter

Test Name Filter

Select Test
Type/SubType(s)
Severity Filter

Show Active Events Only
Output Format

Duration

Schedule
Sort Order

Description

Select a container or a device. You can use the CTRL and SHIFT keys to select
multiple items.

If you select All in the Select Device(s) box, you can enter a specific device name or
regular expression (for example, nyc_router*. This displays all devices with
nyc_router in the device name) in the Device Name Filter field.

Enter a regular expression in the Test Name Filter field. For example, enter dns
server*. to generate a report for all tests with dns server in the test name.

Select a test type/sub-type. You can use the CTRL and SHIFT keys to select multiple
items.

Select the severity level for the events you want to generate. You can use the CTRL
and SHIFT keys to select multiple items.

Select this option to generate a report with events that are currently occurring.

Select Tabular to generate and view the report in the Traverse web application. Select
CSV to generate the reportin .csv format. When the report finishes generating, you are
prompted to download the file.

Select a date range from the drop-down menu. Selecting Custom requires you to
specify a fixed date/time range.

Limits the data included in the report to the schedule selected.

Use the drop-down menus to select whether Time, Device, TestName, TestValue, Severity
or Duration display in ascending (Asc) or descending (Des) order. You can sort up to
two values.

Click Go to execute the report.

Messages Reports generate reports for historical traps, logs, and Windows events from the message
handler. The following table lists the parameters in the Create Message Event Report page.

Parameter

Select Device(s)/ Select
Container(s)

Device Name Filter

Description
Select a container or a device. You can use the CTRL and SHIFT keys to select
multiple items.

If you select All in the Select Device(s) box, you can enter a specific device name or
regular expression (for example, nyc_router*. This displays all devices with nyc_router
in the device name) in the Device Name Filter field.



Message Text Filter

Output Format

Select Message Type
Severity Filter

Show Active Events Only
Output Format

Duration

Schedule
Sort Order

Availability Reports

Reports

Enter a regular expression in the Message Text Name Filter field. For example, enter
InfiniStream*. to generate a report for all tests with InfiniStream in the message name.

Select Tabular to generate and view the report in the Traverse Web application. Select
CSV to generate the report in .csv format. When the report finishes generating, you are
prompted to download the file.

Select a message type. You can use the CTRL and SHIFT keys to select multiple
items.

Select the severity level for the events you want to generate. You can use the CTRL
and SHIFT keys to select multiple items.

Select this option to generate a report with events that are currently occurring.
Tabular vs CSV

Select a date range from the drop-down menu. Selecting Custom requires you to
specify a fixed date/time range.

Limits the data included in the report to the schedule selected.

Use the drop-down menus to select whether Time, Device, Message Name, Message Type
or Severity display in ascending (Asc) or descending (Des) order. You can sort up to two
values.

Availability Reports display availability of tests, based on uptime. You can specify the duration and which
tests to include in the report. The following table lists the parameters in the Create Availability Report

page.

Parameter
Report Detail

Select Device(s)/ Select
Container(s)

Device Name Filter
Test Name Filter
Select Test
Type/SubType(s)

Duration

Sort Order

Description
Container, Device, Test

Select a container or a device. You can use the CTRL and SHIFT keys to select
multiple items.

If you select All in the Select Device(s) box, you can enter a specific device name or
regular expression (for example, nyc_router*. This displays all devices with nyc_router
in the device name) in the Device Name Filter field.

Enter a regular expression in the Test Name Filter field. For example, enter dns
server*. to generate a report for all tests with dns server in the test name.

Select a test type/sub-type. You can use the CTRL and SHIFT keys to select multiple
items.

Select a date range from the drop-down menu. Selecting Custom requires you to
specify a fixed date/time range.

Use the drop-down menus to select whether Time, Device, TestName, TestValue, Severity
or Duration display in ascending (Asc) or descending (Des) order. You can sort up to two
values.

Click Go to execute the report.

Device Category Report

Device Category Reports displays counts for each device type, vendor, and model. There are no

parameters to set.

Event Acknowledgment Report
The Event Acknowledgment Report displays a history and pie charts of acknowledged events, by
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department and user.

Note: If the administrator represents himself as a user and acknowledges an event, then runs the report
while still representing himself as a user, the acknowledgment will not be included in the report. The
report must be run as an administrator to include any acknowledgments while representing a user.

Parameter Description

Department Select one or more departments.

Select Devices Select devices. You can use the CTRL and SHIFT keys to select multiple items.
Duration Select a date range from the drop-down menu. Selecting Custom requires you to

specify a fixed date/time range.

Select the severity level for the events you want to generate. You can use the CTRL

Severity Filter and SHIFT keys to select multiple items.

Minimum Acknowledge

Time Select the minimum hours and minutes events have been acknowledged.

Username Filter Select the username that has acknowledged events. Leave blank to select all users.

Click Go to execute the report.

Ad Hoc Reports
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Most Traverse report elements (graphs and tables) include a (ﬂ?) icon in the caption area that you
can click to add the report to a list of Ad Hoc reports accessible from the Reports > My Reports link. An Ad
Hoc report is a user-defined report that includes various components from other reports. This provides
a flexible method to create a nearly unlimited number of unique reports.

When you go to the My Reports page and execute the Ad Hoc report again, it generates using the original
criteria for the report. It includes references to the original report and is generated on-demand using
current data.

When you click the Add To My Report ( ﬂ?) icon, a popup window opens and allows you to add the report
to an existing Ad Hoc report, or create an Ad Hoc report. You can add any number of report components
to your Ad Hoc report and create any number of Ad Hoc reports.



Reports

Ad Hoc reports are specific to each Traverse user and are only visible to the user who created the
report.

AM GMT - Tuesday, June 21, 2011 1:34:48 AM GMT
M GMT

iMT - Tuesday, June 21, 2011 1:34:48 AM GMT . - Top 10 CPU tests | -
Add To My Reports

Add To Existing Report: iday, June 21, 2011 12:00:00 AM GMT - Tuesday, June 21, 2011 1:34:48 AM GNT

1
0

rall CPU

* Double click to select and submit.

Refresh List
Create A New Report: i
|r|ew entry | 00:00 00:10 00:20 00:30 00 4DTinI12'SD 01:00 01:10 01:20 01:30
:u%:jlfié to select and press enter to CExchange. ver 2007 - CPU-0 Load  EWindows .irectory - CPU-0 Load
- : Ol myware ESXi 4.0 - vmesx2...ization [Cwmyware ESXi 4.0 - wmesx2.. ization
Ovmware ESXi 4.0 - vmesx2....ization My Rowter - CPU-1 Load
4.58% O Database Server - CPU-1 Load OCisce Router - CPU-1 Load
OTraverse EYE - CPU-1 Load EDatabase Server - System ..PU Time
4%
3.37%

Select an Ad Hoc report to which you want to add the current report component and click Submit.

Alternatively, you can create a new Ad Hoc report by entering a name in the New Report field and clicking
Submit.

Viewing Ad Hoc Reports

Navigate to Reports > My Reports to view a list of Ad Hoc reports.

STATUS DASHBOARD CONFIG MGMT REPORTS

My

Kasya TRAVERS

ENTERPRISE =  °
ABOUT | USER GUIDE | o0 El di

ADMINISTRATION

ADVANCED CUSTOM =1 MY REPORTS EMAILED

Logged in: traverse | LOGOUT

MANAGE MY REPORTS

AdHocReports e

Report Name +

WModify
HTTP Ports Menitered Edit Delete
Top 10 Web Servers Edit Delete

- 1

Report Name 4

Modify
Bandwidth Edit Delete
CPU Edit Delete
Sample Saved Report Edit Delete

To generate an Ad Hoc report, click on the report link. To modify an Ad Hoc report, select the report,

highlighted in blue, and click . To delete an Ad Hoc report, select the report, highlighted in blue, and
click

Click to refresh the list of Ad Hoc reports.
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RealView Dashboard

Overview

Through the RealView dashboard feature, Traverse allows the creation of custom dashboards to view
the performance of services and infrastructure. You can create multiple dashboards, each containing
up to twenty components that can display and chart any metrics selected, and update in real time. In
some types of